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Preface 

This book is based on more than ten years experience in teaching 
the theory of functions of a complex variable at the Moscow Physics 
and Technology Institute. It~is a textbook for students of universities 
and institutes of technology with an advanced mathematical pro­
gram. We believe that it can also be used for independent study. 

We have stressed the methods of the theory that are often used in 
applied sciences. These methods include series expansions, conformal 
mapping, application of the theory of residues to evaluating definite 
integrals, and asymptotic methods. The material is structured in 
a way that will give the reader the maximum assistance in mastering 
the basics of the theory. To this end we have provided a wide range 
of worked-out examples. We hope that these will help the reader 
acquire a deeper understanding of the theory and experience in 
problem solving. 

The book falls into two parts. The first, consisting of Chapters I-III. 
V, and VI, contains the necessary minimum of information concern­
ing the theory of functions of a complex variable that every researcher 
must have at his fingertips. Chapter I is introductory, providing 
the basic facts about complex numbers and continuous functions of 
a complex variable. Chapter II gives the main properties of regular 
functions. including the concept of analytic continuation and. the 
analytical properties of integrals that depend on it parameter. 
Chapter III is devoted to the Laurent series and singularities of 
single-valued functions. Chapter V presents the theory of residues 
and its applications. We consider many important types of integrals 
of single- and multiple-valued analytic functions, integral trans­
formations that are important in problems of mathematical physics 
(Fourier's, Mellin's, and Laplace's transforms), and integrals of the 
beta-function type. Chapter VI is devoted to the properties of con­
formal mapping and studies in detail the mappings performed by 
elementary functions. Additional material incorporates the Dirich­
let problem, vector fields in a plane, and some physical problems 
from vector field theory. 

The second part, Chapters IV, VII, and VIII, is aimed at a more 
advanced reader. Chapter IV deals with multiple-valued analytic 
functions and details the analytical properties and the various for-
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mulas for calculating the values, of the more important elementary 
functions. Special attention is paid to isolating regular branches of 
multiple-valued functions. In the same chapter we give the analytic 
theory of linear second-order ordinary differential equations. Chap­
ter VII provides the main elementary asymptotic methods (Laplace's 
method, the method of stationary phase, the saddle-point method, 
and Laplace's method of contour integration). Finally, Chapter VIII 
briefly surveys operational calculus. 

We would like to express our gratitude to Professor n. V. Shabat, 
who read the manuscript and made many suggestions for improving 
the text. 

Moscow Institute 
of Physics and 
Technology 

Yu.V. Sidorov 
M.V. Fedoryuk 
M.I. Shabunin 
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Chapter I 

Introduction 

1 Complex Numbers 

1.1 The definition of a complex numbm· A complex number is 
a pair (x, y) of real numbers x andy for which the concept of equality 
and the operations of addition and multiplication are defined as 
follows: 

(1) Two complex numbers (x1 , y1 ) and (x 2 , y 2) are equal if and 
only if x1 = x 2 and y 1 = y 2 • 

(2) The sum of two complex numbers (x1 , y1) and (x 2 , y 2 ) is the 
complex number (x1 + x 2 , y1 + Y2). 

(3) The product of two complex numbers (x1 , y1 ) and (x 2 , y 2) 

is the complex number (x1x 2 - y1y 2 , x1y 2 + X2Y1). 
\Ve use the same mathematical notation for equality, sum, and 

product of complex numbers as for real numbers. Thus, by definition. 

(x1, Y1) = (x2, y 2) if and only if x1 = x 2 and y1 = y 2 , (1.1) 

and the sum and product of two complex numbers are, respectively, 

(xl, Y1) + (x2, Y2) = (xi + x2, Y1 + Y2), (1.2) 

(xi, Y1) (xz, Yz) = (x1X2- Y1Y2• X1Y2 + XzYt)· (1.3) 

In particular, from (1.2) and (1.3) it follows that 

(x1, 0) + (x2, 0) = (x1 + x 2, 0), (x1, 0) (x2, 0) = (x1x2, 0), 

which shows that operations on complex numbers of the (x, 0) type 
coincide with the corresponding operations on real numbers x. For 
this reason complex numbers of the (x, 0) type are identified with 
real numbers, viz. (x, 0) = x. 

The complex number (0, 1) is known as the unit imaginary number 
and is denoted by the letter i, i.e. i = (0, 1). Let us use (1.3) to 
calculate the product i X i = i 2 • We have 

i 2 - i X i = (0, 1) (0, 1) = (-1, 0) = -1. 

From (1.2) and (1.3) it also follows that 

(0, y) = (0, 1) (y, 0) = iy, 

(x, y) = (x, 0) + (0, y) = x + iy. 
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Thus, each complex number (x, y) can be written as x + iy. It is 
often said that to write a complex number in the form x + iy is 
to represent it in algebraic form. A complex number of the iy type 
is said to be pure imaginary. In particular, the number 0, i.e. the 
-complex number (0, 0), is the only number that is simultaneously 
a real number and a pure imaginary number. 

The algebraic form of complex numbers enables us to write (1.1)­
{1.3) thus: 

x1 + iy1 = x 2 + iy2 if and only if x1 = x2 and y1 = y 2, (1.4) 

(xl + iy1) + (x2 + iy2) = (xl + x2) + i (yl + Y2), (1.5) 

(xi + iy1) (x2 + iy2) = (x1X2 - Y1Y2) + i (x1Y2 + X2Y1). (1.6) 

The complex number x + iy is usually denoted by a single symbol 
.z, i.e. z = x + iy. The number x is called the real part of the com­
plex number z = x + iy and y the imaginary part. The notation is 

x = Re (x + iy) = Re z, y = lm (x + iy) = lm z. 

Here and in what follows, if not stated otherwise, it is assumed that 
.x and y are both real. 

The complex number x - iy is called the complex conjugate of 

z = x + iy and is denoted by Z: i.e. 

z=x+iy=x-iy. (1.7) 

Obviously, (z) = z for every complex number z. From (1.4) we can 
:See that z = z if and only if z is real. 

The number V x2 + y2 is called the absolute value (norm, modulus) 
of the complex number z = x + iy and is denoted by I z 1: 

lzl=lx+iyi=Vx2 +y2 • (1.8) 

()bviously, I z I > 0, with I z I = 0 if and only if z = 0. 
We note that from (1.7) and (1.8) and from the fact that 

it follows that 
zz = (x + iy) (x- iy) = x 2 + y2 

I z I= I z 1. 
zz = 1 z 12 • 

Other properties concerning z and z are considered below. 

(1.9) 

(1.10) 

1.2 Properties of the operation on complex numbers The oper­
ations of addition and multiplication of complex numbers possess 
the following properties: 

(1) Commutative laws: 

z1 + z2 = z2 + z1, z1z2 = z2z1. 
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(2) Associative laws: 

(z1 + Z2) + z3 = Z 1 + (z2 + z3), (z1z2) z3 = z1 (z2z3). 

(3) Distributive law: 

zl (z2 + Za) = zlz2 + zlza. 

Let us prove, say, the commutative law for addition. Let z1 = 
X 1 + iy1 and z2 = x2 + iy 2 • Then (1.5) yields 

zi + Z2 = (xl + x2) + i (yl + Y2), 
Z2 + Z1 = (x2 + x1) + i (y2 + Yt)-

But the commutative law for real nnmbers states that x1 + x 2 = 
x 2 + x1 and y1 + y 2 = y2 + y1 • Hence, z1 + z2 = z2 + z1 • 

The other laws in (1)-(3) can be proved in a similar manner. 
Properties (1)-(3) of complex numbers imply that the operations 

of addition and multiplication on eomplex numbers x + iy, in 
the formal sense, do not take into account the fact that i is not real. 
For instance, there is no need in memorizing (1.5) and (1.6), since 
they can be obtained from the usual rules of algebra. Say, 

(x1 + iy1) (x 2 + iy2) = X1X2 + ix1y2 + ix2y1 + i2y1y 2 

and the fact i 2 = -1 imply (1.6). 
The numbers zero and unity in the set of eomple\: numbers have 

the same properties as in the set of real numbers, viz. for every com­
plex number z we have 

Z + 0 = Z, Z X 1 = Z. 

We can introduce in the set of complex numbers an operation 
that is the inverse of addition. The operation is called subtraction, 
as usual. For any two numbers z1 and z2 there is always the (unique) 
number z that satisfies the equation 

z + z2 = z1 • (1.11) 

The number is said to be the difference of z1 and z2 and is denoted by 

z1 - z2• In particular, 0 - z is denoted by -z. 

From ( 1.4) and ( 1.5) it follows that, for any two complex numbers 
z1 = x1 + iy1 and z2 = x2 + iy 2 , Eq. (1.11) has the unique solution 
z = (x 1 - x 2) + i (y1 - y 2). Thus, 

Z1 - Z2 = (xl + iy1) - (x2 + iy2) = (xi - X2) + i (Yt - Y2). 
( 1.12) 

We will now introduce the operation of division in the set of 
complex numbers. The operation that is the inverse of multiplication 
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is known as division, and the quotient of the division of z1 by z2 is 
the (unique) number z that satisfies the equation 

(1.13) 
which is denoted by z1 : z2 or z1/z 2 or z1 -7- z2 • 

We wish to prove that Eq. (1.13) has only one solution for any pair 
of complex numbers z1 and z2 with z2 =1= 0. Multiplying both sides 
of Eq. (1.13) by "Z2 and employing (1.10), we obtain z I z2 12 = z;i 2 , 

which when multiplied by 1/ I z2 12 yields z = z1z2/ I z2 12 • Thus, 

(1.14) 

If z1 = x1 + iy1 and z2 = x 2 + iy2 , we can rewrite (1.14) as 
follows: 

x,+iy 1 
.T2 + iy2 

(xt + iyt) (x2- iy2) = x1x2 + YtY2 + i X2Y1 -x1Y2 
x~+Y~ x~+Y~ x~+Y~ 

There is no need to memorize this formula; it is sufficient to remem­
ber that the result is obtained by multiplying the numerator and 
denominator by a number that is the complex conjugate of the 
denominator. 

Example 1. 
2-3i (2-3i) (3-4i) 
3+4i (3+4i) (§-4i) 

6-8i-9i+12i 2 

32+42 
6-17i-12 

25 
6 17 . 

-25- 25 L 0 

1.3 The geometric interpretation of a complex number Suppose 
we take a plane with a rectangular system of coordinates assigned 
to it. The complex number z = x + iy is represented by a point in 
this plane with coordinates (x, y), and we can denote this point by 
the letter z (Fig. 1). The correspondence between complex numbers 
and points in a plane is obviously one-to-one. Real numbers are 
denoted by points on the horizontal axis (see Fig. 1), while pure 
imaginary numbers are denoted by points on the vertical axis. For 
this reason the horizontal axis is called the real axis and the vertical 
axis the imaginary axis. The plane whose points represent complex 
numbers is called the complex (number) plane or the Argand plane 
or the Gauss plane. 

Clearly, the points z and -z are symmetric with respect to point 0, 
while points z and z are symmetric with respect to the real axis. 
since if z = x + iy, then -z = (-x) + i (-y) andz = x + i (-y} 
(Fig. 1). 

A complex number z can also be represented by a position vector 
whose beginning is at point 0 and end at point z (Fig. 1). The corre-
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spondence between complex numbers and vectors in the complex 
plane whose beginnings are at point 0 is also one-to-one. For this 
reason a vector representing a complex number is designated by the 
same letter as the number. 

From Fig. 1 and (1.8) we can see that the length of vector z is 
I z I and the following inequalities hold: 

I Re z I ~ I z 1. I Im z I ~ I z 1. 
The vector interpretation graphically illustrates the operations 

of addition and subtraction of complex numbers. From (1.5) it 

-Z(>-o---- -- iy 
I 
I 
I 
I 
I 
I 
I 
I 
I 

-xi x 

I i 
I I 
I I 
I I 
I I I 
I 1 I 
I I : 

-z~------- -:--------6-z 
-ly 

Fig. 1 Fig. 2 

follows that the number z1 + z2 is depicted by a vector built accord­
ing to the common rule of adding vectors z1 and z2 (Fig. 2). The vector 
z1 - z2 is built as the sum of vectors z1 and -z2 (Fig. 2). 

Figure 2 shows that the distance between two points, say z1 and z2 , 

is equal to the length of vector z1 - z2 , i.e. I z1 - Z 2 1. 
Example 2. The set of points z satisfying the equation I z - z0 I = 

R is a circle of radius R eentered at point z0 , since I z - z0 I 
is the distance between the points z and z0 • 0 

Example 3. The points z satisfying the equation I z - z1 I = 
I z - z2 I eonstitute a set of points equidistant from points z1 

and z2 , which means that this is the equation of a straight line 
that is perpendicular to the segment connecting points z1 and z2 

and passes through the segment's middle. 0 
Example 4. (a) The set of points z satisfying the equation I z -

z1 I + I z- z2 I = 2a, where 2a > I z1 - z2 1. constitute an 
ellipse with the foci at z1 and z2 and the major semiaxis equal to a, 
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since I z - z1 I + I z - z2 I is the sum of distances from point z 
to points z1 and z2 • 

(b) Similarly, the equation II z - z1 I - I z - z2 II = 2a, where 
2a < I z1 - z2 1. is the equation of a hyperbola with the foci at 
z1 and z2 and the real semiaxis equal to a. 0 

The triangle inequality For each pair of complex numbers z1 

and z2 we have 

II Z1 I - I Z2 II ~ I Z1 + Z2 I ~ I Zt I -t- I Z2 1. (1.15) 

Proof. The lengths of the sides of the triangle whose vertices are 
at 0, z1 , and z1 + z2 are equal to I z1 1. I z2 J, and I z1 + z2 1 (Fig. 2). 
Consequently, the inequalities (1.15) coincide with the inequalities 
for the lengths of the sides of a triangle known from elementary geo­
metry. 

Corollary For an arbitrary set of complex numbers z1 , z2 , ••• , Zn 

we always have 
n n 

l~zhl~~ lzkl· (1.16) 
k=1 k=i 

2.1.4 The polar and exponential forms of a complex number The 
position of the point z = x + iy in the complex plane is uniquely 
defined not only by its Cartesian coordinates x and y but also by 
its polar coordinates rand <p (Fig. 3), where r = I z I is the distance 
from point 0 to floint z, and <p is the angle between the real axis and 
the position vector z reckoned from the positive direction of the 
real axis counterclockwise if the angle is positive and clockwise 
if the angle is negative. This angle is called the argument of the 
complex number z (z =I= 0) and is denoted thus: <p = arg z. For the 
number z = 0 the argument is undefined, which means that in all 
further discussions involving the argument concept the complex 
number z is assumed to be nonzero. 

Figure 3 shows that 
x = r cos <p, y = r sin <p. (1.17) 

Hence, any complex number z =I= 0 can be represented as follows: 

z = r (cos <p + i sin <p). (1.18) 

This form of a complex number is called polar form. 
From (1.17) it follows that if z = x + iy and <p = arg z, then 

X . y 
sm <p = ,, . 

r x2+yz 
( 1.19) cos <p = ,/' ' v x2+y2 

Figure 3 shows that the converse is true, too, viz. the number <p 
is the argument of the complex number z = x + iy only if both 
equations in (1.19) are true. Hence, to find the argument of a complex 
number we must solve the system of equations (1.19). 
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This system has an infinite number of solutions given by the for­
mula cp = cp0 + 2kn, k = 0, +1, ±2, ... , where cp 0 is a particular 
solution of (1.19). Thus, the argument of a complex number is not 
determined uniquely, i.e. if cp 0 is one of values of the arguments of 

Fig. 3 

ni 
i=e2 

Fig. 4 

a complex number z, then all the values can be found via the formular 

arg z = cp 0 + 2kn, k = 0, ±1, ±2, .... (1.20} 

Equations (1.19) imply that the argument (p of a complex number 
z = x + iy satisfies the equation 

tan cp = y!x. (1.21)' 

We note that all solutions of Eq. (1.21) are solutions of Eqs. (1.19). 
Example 5. Let us find the argument of the complex number 

z = -1 - i. Since point z = -1 - i lies in the third quadrant 
and tan cp = 1, we conclude that arg (-1 - i) = Sn/4 + 2kn,. 
k = 0, +1. +2, .... D 

If I z I = 1 and cp = arg z, then (1.18) implies that z =cos cp + 
sin cp. The complex number cos cp + i sin cp is denoted by eiq>, 
i.e. for all real cp the function eicr is defined by the Euler formula 

ef<P = cos cp + i sin cp. (1.22) 

In particular, e 2ni = 1, eni = -1, eJti 12 = i, and e-rri/2 = - i 
(Fig. 4). Note that I ei<P I = 1 for any real (p. If in (1.22) we substitute 
-cp for cp, we obtain 

e-i<P = cos cp - i sin cp. ( 1.23)-

Now, if we add (1.22) and (1.23) and subtract (1.23) from (1.22)~ 
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we obtain the Euler formulas 

1 ( . . ) cos <p = 2 et<P + e- t<P , 

. 1 ( . . ) sm <p = 2i et<P- e-t<P , 
(1.24) 

which can be used to express trigonometric function in terms of the 
exponential function. 

The function ei<P possesses the properties of an ordinary exponential 
function, as if i was real. The main properties are as follows: 

(eiq:;t=ein<P, n=O, +1, +2, .... 

Let us prove that (1.25) is true. We have 

e1<~'•e 1 <~'• = (cos q:1 + i sin cp1) (cos cp 2 + i sin cp2) 

(1.25) 

(1.26) 

(1.27) 

= (cos cp1 cos (j) 2 - sin cp 1 sin cp 2) + i (sin cp1 cos cp 2 + cos cp1 sin cp 2• 

= cos (cp1 + cp 2) + i sin (cp1 + cp 2) = ei(<Pt+<P•>) 

Equation (1.26) can be verified in a similar manner, and Eq. (1.27) 
-can be found from (1.25) and (1.26) by induction. 

Equations (1.27) and (1.22) lead to de Moivre's formulas 

{cos cp + i sin crt =cos ncp + i sin ncp, n = 0, +1, ±2, 
(1.28) 

Example 6. Let us find the sums 
81 = COS X+ COS (x +a) +COS (x + 2a) + ... +COS (x + na), 

S 2 = sin x + sin (x + a) + sin (x + 2a) + ... + sin (x + na). 

We put S = S 1 + iS 2 • Then the Euler formula (1.22) yields 

S = (cos x + i sin x) + (cos (x + a) + i sin (x +a)) + ... 

. . . + (cos (x + na) + i sin (x + na)) 
= eix + ei(X+a) + • • • + ei(X+na) 0 

For the sum of this geometric progression with the ratio eia we can 
write S = [eix (ei<n+i)a - 1)1/(eia - 1). Since S1 = Re S and 
S 2 = Im S, we can find both sums from this one formula. 
If we divide the numerator and denominator by eia/2, 

then the denominator will be equal to 2isin(a/2) and the 
numerator to cos(x +(n + 1/2) a) - cos(x - a/2) + i[sin(x + 
(n + 1/2) a)- sin(x- a/2)1 = 2sin[(n + 1) a/2][-sin (x + na/2) + 
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i cos (x + na/2)]. This leads to the final result 
. (n+f) a 

St= 
Sill 2 

cos (X + n2a ) , 
a 

sin-
2 

. (n+1) a 

82= 
Sill 2 

sin ( x + n2a ) . D a 
sinz-

From (1.18) and (1.22) it follows that any nonzero complex num­
ber z can be represented in the form 

z = reicp, (1.29) 

where r = I z I, and <p = arg z. This form of a complex number is 
called exponential form. 

Using (1.25) and (1.26), we can easily find formulas for multi­
plication and division of complex numbers written in exponential 
form: 

(1.30) 

( 1.31) 

From (1.30) it follows that the absolute value of the product of 
two complex numbers is equal to the product of the absolute values 
of these numbers, 

I Z1Z2 I = I Zt I I Z2 I, 
and the sum of arguments of the cofactors is the argument of the 
product, i.e. 
if cp1 = arg z1 and !p2 = arg z2, then cp1 + <p2 = arg (z1z2). (1.32) 

Similarly, from (1.31) it follows that the absolute value of the 
quotient of two complex numbers is equal to the quotient of the 
absolute values of these numbers: 

1 ~1= IE!l_, 0 I z2 =I= ' 
Z2 Z2l 

and the difference of the arguments of the dividend and the divisor 
is equal to the argument of the quotient, i.e. 

if <p1 = arg z1 and <p2 = arg z2 , then <p1 - !p2 = arg (z1/z2). (1.33) 

Example 7. 

(1- i V3)3 (1 + i)2 = (2e-nif3)3 (V2enif4)2 

~ 23e-ni2e1ti/2 = 23 ( ~ 1) 2i = -16i. 0 
2-01641 
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Note that the geometric interpretation (Fig. 3) leads to a rule 
for determining whether two complex numbers written in expo­
nential form are equal, viz. if z1 = r1eiq>, and z2 = r 2eiqJ,, then 
z1 = z2 if and only if r1 = r 2 and lp1 = cp 2 + 2kn, where k is an 
integer. Thus, z1 = z2 if and only if 

I z1 I = I z2 I and arg z1 = arg z2 + 2kn, (1.34} 

with k an integer. 
Many formulas of analytic geometry have a straightforward 

appearance if we employ complex numbers. For instance, let A 1 = 
(x1, y1), A 2 = (x2, y2), and 0 = (0, 0) be points in the (x, y) - -plane, and a1 = OA 1 and a2 = OA 2 vectors. These vectors corre-
spond to complex numbers z1 = x1 + iy1 and z2 = x 2 + iy 2• We have 

~Z2 = X1Y1 + X2Y2 + i (x1Y2 + X2Y1). 
The real part of this expression is the scalar (dot) product of vectors 
a1 and a2 , 

a1 ·a2 = Re (z;.z2), 

while the imaginary part is the oriented area S of the triangle with 
vertices at points 0, A1 , and A 2 , 

S = Im (z.z2) =I x. x21· 
Yt Yz 

Now .suppose that A = (x, y) is a point in the (x, y) plane. We 
wish to find the coordinates (x', y') of point A in a new coordinate 
system rotated with respect to the old coordinate system through 
an angle ex (Fig. 5). The point A corresponds to the complex number 
x + iy = rei(JJ, Then x' + iy' = rei(qJ-a) = reiqJe-ia = (x + iy)-eia, i.e. 

x' + iy' = (x + iy} (cos ex - i sin ex). 

Equating the real and imaginary parts, we find that 

x' = x cos ex + y sin ex, y' = -x sin ex+ y cos ex. 

1.5 Root extraction Consider the equation 

(1.35) 

where a is a nonzero complex number, and n a positive integer. 
Let a = peiO and z = rei~~>. Then 

rneiniJ> = pei9. 

This equation yields, via property (1.34), rn = p and ncp = 
whence r = y():' cpk = (8 + 2kn)/n, and 

y-z" = V pe<ll+2kl'"l) i/n, k = 0, +1, +2, ... • 

e + 2kn; 

(1.36) 
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Let us show that among the complex numbers given by (1.36) 
there are exactly n different numbers. Note that the numbers z0 • 

Zp .•• , Zn-1 are all different, since their arguments are 

8 S+2n S+2n (n-1) 
CJ>o = n' fPt = n ' ... ' CJ>n-1 = ' ' n 

and the difference is less than 2n (see (1.34)). Next, Zn = z0• 

since I Zn I = I z0 I = VP and fPn = cp 0 + 2n. Similarly, Zn+l = z1• 
z_1 =Zn_1, etc. 

Thus, Eq. (1.35) with a =1= 0 has exactly n different roots 

Z~t = vpe(6+2k~) i/n, k = 0, 1, .. •' n -1. (1.37) 

In the complex plane these roots lie at the vertices of a regular 
n-gon inscribed into a circle of radius VP centered at point 0 
(Fig. 6). 

Remark. The complex number z is said to be the nth ,root (not to 

Fig. 5 Fig. 6 

be confused with the root of number "n"!) of the complex number a 
(and is denoted by va) if zn = a. We have just shown that for 

a =1= 0 there are exactly n different nth roots of a. 
1.6 Other properties of complex numbers If z = x + iy, then 

by definition (1.7)z = x- iy. As already noted (see (1.9)), the abso­
lute values of complex conjugate numbers are equal, I z I = lz 1. 
But how are the arguments of such numbers related? 

Suppose .that z = reiiP. Then from (1.22) and (1.23) (or Fig. 7) 
we can see that z = re-iiP. Hence, if cp = arg z, then -cp = arg Z: 

Note that the operation of complex conjugation is permutativ& 
2* 
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with the arithmetic operations on complex numbers, viz. 

z 

0 

Fig. 7 

Zt + Z2 = Zt + z2, ZtZ2 = ZtZ21 

(~} =_;.t. z2 =#=0, 
Z2 z2 ' 

(zn) = (Z)n, n = 0, ±1, ±2, •.. , 
z =#= 0 for n < 0. 

These relationships can be verified di­
rectly. 

Example 8. Let P (z) = aoZn + 
a1zn-l + ... +an be a polynomial 
with real coefficients. Then 

P (z) = a0 (z)n + a 1 (z)n-t 

+ ... + an= p (z). 
If P (z0) = 0, then P (z0) = P (z0) = 0, i.e. if a number z0 is 

a root of a polynomial with real coefficients, its complex conjugate z0 

is also a root of this polynomial. D ' 

2 Sequences and Series of Complex Numbers 

2.1 Sequences The definition of the limit of a sequence {zn} 
of complex numbers z1 , z2 , ••• , Zn, ••• is formally the same as 
that of the limit of a sequence of real numbers. 

Definition. A complex number a is said to be the limit of a sequence 
{zn} if for every positive e there exists a positive integer N = N (e) 
such that · 

lzn-a l<e (2.1) 

for all n > N. We then write lim Zn =a. 
n-+oo 

In other words, a is said to be the limit of Ia sequence {zn} if 

limll Zn - a I = O. (2. 2) 
n-+oo 

A sequence that has a limit is said to be convergent. 
The geometric meaning of the inequality (2.1) is that point Zn 

lies within a circle of radius e centered at point a (Fig. 8). This 
circle, i.e. the set of points z each of which satisfies the inequality 
I z- a I < e, where e > 0, is called the e-neighborhood of point a. 
Hence, a is the limit of the sequence {zn} if every neighborhood of a 
contains all the terms of the sequence except, perhaps, a finite num­
ber of these terms. 
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Thus, the definition of the limit of a sequence {zn} coincides;with 
the common definition of the limit of a sequence of points in a plane 
but formulated in terms of com-
plex numbers. 

Each sequence of complex num­
bers {zn} has two sequences of 
real numbers, {xn} and {Yn}, with 
Zn = Xn + iyn, n = 1, 2, . . . , 
corresponding to it. This is stated 
in 

Theorem 1 The fact that there 
exists a limit lim Zn = a, with 

n-oo 
a = a + i~, is equivalent to 

lim Xn=a, lim Yn=~. 

Proof. Suppose there exists a 
limit lim Zn = a, i.e. condition 

n-oo 

0 

Fig. 8 

(2.2) is met. Then I Xn - a I~ I Zn - a I and I Yn - ~ I ~ I Zn - a I 
imply that lim Xn = a and lim Yn = ~. The converse follows from 

n-oo 
the estimate 

I Zn - a I = I (xn - a) + i (Yn - ~) I ~ I Xn - a I + I Yn - ~ I 
(see (1.15)). 

Theorem 1 and the properties of convergent sequences of real num· 
hers yield the following properties of sequences of complex numbers: 
if lim Zn = a and lim ~n = b, then 

n-oo 

lim (zn ± ~n) =a ± b, 
n-oo 

n-+oo 

(2.3) 

(2.4) 

lim :n =: (~n=FO at n=1, 2, ... ; b=foO). (2.5) 
n-oo 'on 

In the same manner as is done in courses of mathematical analysis 
we can prove 

Cauchy's condition for convergence of a sequence A sequence 
{zn} converges if and only if for every positive e there is a positive inte· 
ger N such that for all n > N and m > N we have I Zn - Zm I < e. 

A sequence of complex numbers {zn} is said to be bounded if there 
is a number R such that I Zn I < R for all positive integers n. The 
geometric interpretation of the limit of a sequence implies that each 
convergent sequence is bounded. The converse is generally not true. 
However, there is 
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Weierstrass's theorem Out of euery bounded sequence we can select 
a convergent subsequence. 

To prove this theorem it is sufficient to note that the boundedness 
of {zn} implies the boundedness of {xn} and {Yn}, where Zn = Xn + 
iyn, and then apply Weierstrass's theorem for sequences of real 
numbers and use Theorem 1. 

Let us investigate the properties of sequences of complex num­
bers that are related to the properties of the sequences of the ab­
solute values and arguments of these numbers. 

(1) The definition of the limit of a sequence and the inequality 
II Zn I - I a II ~ I Zn - a I (see (1.15)) yield the following prop­
erty: 

if lim zn =a, then lim I Zn I= I a I· 

. (2) The following condition is sufficient for the convergence of 
a sequence of complex numbers. Let Zn = r nei!l'n, where r n = I Zn I 
and fPn = arg Zn· If lim rn = p and lim fPn = a, then lim Zn = 

n-+oo n-+oo n-+oo 

peia. This property follows from the formula Zn = r n cos Cfn + 
ir n sin fPn and Theorem 1. 

2.2 ·'The extended complex plane The following definition in­
troduces the concept of infinity. 

Definition. A sequence of complex numbers {zn} is said to converge 
to infinity, 

if 

lim Zn = oo, 
n-+oo 

lim I Zn I= oo. 

(2.6) 

(2.7) 

Formally, this definition coincides with the appropriate definition 
for real numbers, since condition (2. 7) means that for any positive R 
there is a positive integer N such that 

I Zn I > R (2.8) 

for all n > N. 
For sequences of complex numbers that tend to infinity the follow­

ing properties are true: 

(1) If Zn ::fo 0, n = 1, 2, ... , then lim Zn = oo if and only if 

lim (1/zn) = 0. 

(2) If lim zn = oo and lim ~n =a ::fo oo, then lim (zn +en)= oo 
n-+oo n-+oo n....:.oo 

and lim (~n/zn) = 0. 
11.-+00 
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(3) If lim Zn = oo and lim ~n =a =I= 0 or oo, then lim (zn~n) = oo 
n-oo n-+oo n-+oo 

and lim (znl~n) = oo. 
n-+oo 

What is the geometric meaning of (2. 7)? The inequality I Zn I > R 
reflects the fact that point Zn lies outside a circle of radius R centered 
at 0 (see Fig. 9). The set of points lying 
outside such a circle is said to be a neigh-
borhood of infinity. Hence, the point z = 
oo, the point at infinity, is the limit of a 
sequence {zn} if any neighborhood of this 
point contains all the terms of this se­
quence except, perhaps, a finite number 
of these terms. 

Thus, to the "number" z = oo there cor­
responds a symbolic point at infinity. The 
complex plane with this point added to 
it is said to be the extended complex 
plane. Let us see how to interpret this con­
<:ept geometrically. 

oZa 

Fig. 9 

Let us take a sphere S that touches the complex plane at point 0 
(Fig. 10). Suppose P is the point that is the antipode of 0. To each 
point z in the complex plane we assign a point M that is the point 

p 

Fig. 10 

at which a line connecting points z and ~p intersects sphere S 
(Fig. 10). Clearly, a sequence of points {zn} that converges to the 
point at infinity has corresponding to it a sequence of points on S 
that con verges to P. For this reason the "image" of point z = co is P. 

Such correspondence between the points in the extended complex 
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plane and those on the sphere S is one-to-one and is called a stereo­
graphic projection, while sphere S is called Riemann's sphere. 

Complex numbers (including z = oo) can be depicted by points 
of Riemann's sphere, and convergent sequences of complex numbers 
are depicted on Riemann's sphere by convergent sequences of points. 

A stereographic projection maps circles into circles and angles 
between intersecting curves in the plane into the same angles be­
tween the ima~es of these curves on Riemann's sphere (e.g. see Pri-
valoy ,[1]) · 

Remark. The. concepts of the sum, product, etc. of the complex 
number z and the symbol oo do not work, i.e. the expressions z + oo, 
z X oo, oo + oo, and the like have no meaning. However, the fol­
lowfilg notation is often used: 

(-oo, +oo) for the real axis, 

(-ioo, +ioo} for the imaginary axis, 

(a - ioo, a+ ioo) for the straight line Re z = a, 

(~i- oo, ~i+ oo) for the straight line Im z = ~· 

Theorem The extended complex plane is compact, i.e. out of any 
sequence of complex numbers we can select a convergent subsequence 
(converging, perhaps, to infinity). 

Proof. If the sequence {zn} is bounded, we can always employ 
Weierstrass's theorem and select a convergent subsequence out of 
the terms of the sequence, while if a sequence is not bounded, then 
for any positive integer k there is a positive integer n11. such that 
I Znk I > k. Hence lim Znk = oo. · 

k-+oo 

2.3 Series Definition. The series 
00 

~ zk (2.9) 
k=1 

is said to be convergent if the sequence of its partial sums 
n 

{sn = ~ zk} i~· -convergent. The limit s of the sequence {sn} is 
k=1 . 

00 

called the sum of the series (2. 9): s = 2: zk. 
k=1 

00 

The series (2.9) is said to be absolutely convergent if ~ I zk I is 
11.=1 

convergent. 
Thus, the investigation of the convergence of a series is reduced 

to that of the sequence ofthe partial sums of this series. For instance, 
the following properties follow from the properties of convergent 
sequences: 
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00 

(1) The series 1: zk is convergent if and only if the convergence 
k=i 

00 00 

of 1: xk and 1: Yk• where zk=x+iyk, is established. Here 
k=i k=i 

00 00 00 

~ zk= ~ xk+i ~YR.· 
k=1 k=t k=t 

00 00 

(2) If the series 1: zk is convergent, 
k=i 

so is the series 1: azk,. 
k=l 

where a is a complex number, and 
00 00 

~ azk=a ~ zh. 
k=1 k=i 

00 00 00 

(3) If 1: zk and 1: ~k are convergent series, the series 1: (zil + ~k)· 
k=1 k=i k=1 

is convergent, too, and 
00 00 00 

00 00 

(4) If 1: zk and 1: ~k are convergent series and their sums are· 
k=l k=i 

00 k 

equal to S and a, respectively, then the Series k:l c:t Zn~k-n+t) is' 

convergent, too, and its sum is sa. 
00 

(5) Cauchy's condition for convergence of a series A series ~ Z~rr 
k=t 

is convergent if and only if for any positive e there exists a positive· 
integer N such that for all n > N and m ;;;;::: n > N the following in­
equality holds: 

"" 
(6) A necessary condition for convergence of 2: zk is lim z,. = 0. 

k=l k-oo 
00 00 

(7) If the series 1: I zk I is convergent, so is the series 1: z,.. 
k=i k=l 

3 Curves and Domains in the Complex Plane 
3.1 Complex valued functions of one real variable Suppose that. 

a function defined as z = a (t) on the segment a ~ t ~ ~ assumes 
complex values. This complex valued function can be written as' 
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<1 (t) = s (t) + iYJ (t), where s (t) = Rea (t) and "1 (t) = Im a (t) 
are real valued functions of the real variable t. Many properties of 
real valued functions are naturally carried over to complex valued 
functions. 

The limit of the function a (t) = s (t) + ill (t) is defined as 

lim a (t) =lim s (t) + i lim]'YJ (t). 
t-+to t-+to ~t-+to 

(3.1) 

Thu3, if lim a (t) exists, then lim s (t) and lim ll (t) exist, too. 
t-+to t-+to t-+to 

This definition is equivalent to the following one: lim a (t) = a 
t-+to 

if for any positive e there is a positive 6 such that I a (t) - a I < e 
for all t such that I t - t 0 I < 6 with t =I= t 0 • 

We ean formulate this definition in still another way, viz. 
lim a (t) = a if lim a (t,.) = a for every sequence {tn} such that 
t-+to t-+t 0 

lim tn = t 0 , tn =I= t 0 , at n =-'"' 1, 2, .... 
n-+oo 

The limit of a complex valued function has the following prop­
erties: if lim crt (t) = a1 and lim o·2 (t) = a2 exist, so do 

t-oto t->to 
lim [crt (t) ± cr2 (t)] =at± a2, lim [crt (t) cr2 (t)] = ata2 , 
t~to t-+to 

and 

The definitions and properties of lim a (t) and 
t-+to-0 

are similar. 

lim a (t) 
t-+to+O 

We will now introduce the notion of the continuity of a complex 
valued function. A function defined as a (t) = s (t) + ill (t) is said 
to be continuous at a point or on a segment if at this point or on this 
segment both s (t) and 11 (t) are continuous. 

This definition is equivalent to the following one: a function a (t) 
is called continuous at a point t 0 if lim a (t) = a (t0), i.e. if for every 

t-+to 
positive e there is a positive 6 such that I a (t) - a (t0) I < e for 
all t such that I t - t 0 I < 6. 

Clearly, the sum, difference, and product of continuous complex 
valued functions are continuous functions, while the quotient of 
two continuous complex valued functions is a continuous function 
at all points where the denominator is nonzero. We note also that 
a complex valued function a (t) continuous on [a, ~] is bounded 
on this segment, i.e. I a (t) I ~ M for a positive M and all t E [a, ~]. 

The derivative of a complex valued function a (t) = s (t) + iYJ (t) 
is defined as 

a' (t) = s' (t) + ill' (t). (3.2) 



Curves and Domains 27 

Hence, a' (t) exists if 6' (t) and 'YJ' (t) do. 
This definition is equivalent to the following: 

'(t)-l. cr(t+Ml-cr(t) 
(J - lm • 

6-t-+0 M 
(3.3) 

We can easily verify that if the derivatives a{ (t) and a2 (t) exist, 
so do 

and 

However, not all the properties of real valued functions are carried 
over to complex valued functions. For instance, for complex valued 
functions, Rolle's and Lagrange's theorems are not valid, generally 
speaking. 

Example 1. The function a (t) = eit is differentiable on the seg­
ment [0, 2n], with a' (t) = ieit and I a' (t) I = 1 for all t E [0, 2nl. 
Thus, a' (t) does not vanish at a single point of [0, 2n] although 
a (0) = a (2n) = 1. 0 

The integral of a complex valued function a (t) = 6 (t) + i'Y] (t) 
is defined as 

fl fl. fl 

) (J (t) dt = ~ '(t) dt + i ) , (t) dt. (3.4) 
a a 

This is equivalent to the following definition of an integral as the 
limit of the sequence of Riemann's sums: 

fl n 

) a (t) dt =lim ~ a (-cit) dt", 
a 6.-+0 lt=1 

(3.5) 

where ex = t0 < t1 < ... < tn = ~. !1.tk = tk- tk_1 , tk-1 :::::;;; 'tk:::::;;; 
tk, and 11. = max Mk. 

(It) 

Obviously, a complex valued function that is continuous on a seg­
ment is integrable on this segment. It is also clear that the following 
properties hold: 

fl fl 
(1) \ au(t)dt=a \ a(t)dt, a=const. 

J • 

a a 

fl fl fl 

(2) ~ (cr1 (t) ± a2 (t)] dt= J a1 (t) dt + ~ a2 (t) dt. 
a a 
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ll a 

(3) J a(t)dt=- J a(t)dt. 
a ll 
(:1 0 ll 

(4) ·' a(t)dt= J a(t)dt+ J a(t)dt. 
a a II 

ll 

(5) J a (t) dt = <D (~)- <D (a), 
a 

where <D (t) is the antiderivative of a (t), i.e. <D' (t) = a (t), a~ 
t ~ ~ (the N ewton-Leibniz formula). 

(6) If a complex valued function a (t) is integrable on [a, M~ 
the function I a (t) I is also integrable on this segment and 

ll (:1 

I J a (t) dtJ~ J I a (t) 1 dt. (3.6) 
a a 

Proof. The fact that I a (t) I is integrable follows from the prop­
erties of integrable real valued functions. Using the inequality:­
(1.16), we find that 

~k~t a (-ck) Mk I ~k~t I a (-c~<)ll Mk. 

Passing to the limit as Ll-+ 0, where Ll = max Lltk, we arrive at 
(k) 

(3.6). 
Corollary Property (3.6) leads to 

13 

j Ja(t)dt,~(~-a) max la(t) j, ~>a. (3.7) 
a a.;;;;t.;;;;!l 

Note that for complex valued functions the mean-value theorem 
is invalid. 

2:rt 

Example 2. J eitdt = 0, but the function eit vanishes nowhere on 
0 

[0, 2n]. 0 
Remark. A complex valued function a (t) = G (t) + i'l'] (t) can be 

thought of as a vector function (£ (t), 11 (t)). The concepts of the 
limit, continuity, and derivative for complex valued functions di­
rectly correspond to similar concepts for vector functions formulated 
in terms of complex numbers. 

A complex valued function z = a (t) defined on [a, ~] maps this 
segment into a set of points in the complex plane. This set of points. 
can be thought of as the "graph" of the function. For instance, if 
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:z = a (t) is a continuous function, its graph constitutes a curve in 
the complex plane. 

3.2 Curves Suppose a continuous complex valued function is 
.defined on [a, ~], where both a and ~ are finite. It is then said that 
this function specifies a continuous curve 

z = a (t), a ~ t ~ ~. (3.8) 

while Eq. (3.8) is called the parametric equation of the curve (when 
:Speaking of curves, we will always assume th~m to be continuous). 

-I 1 n -1 

Fig. 11 Fig. 12 

If z1 = cr (t1) and z2 = cr (t2), where a~ t1 < t 2 ~ ~. it is said 
that point z2 of curve (3.8) follows point z1 (or point z1 precedes point 
z2). Thus, curve (3.8) constitutes an ordered set of points in the com­
plex plane. In other words, a curve in the complex plane is always 
assumed to be oriented in the direction that corresponds to param­
eter t growing. The direction in which point z, while moving along 
the curve, corresponds to increasing values of t is said to be positive. 
Point a = a (a) is called the initial point (beginning) and point 
b = a (~) the terminal point (end). 

Suppose we have a curve I' given by (3.8). Then in the complex 
plane the points z = cr (t), a ~ t ~ ~. form a set of points M (y). 
This set differs from the curve, first, in that a curve constitutes an 
ordered set of points. 

Example 3. The curve z = cost, n ~ t ~ 2n, is the segment 
{-1, 1] oriented in the direction from point z = -1 to point z = 1 
(Fig. 11). 0 

Example 4. The curve z = eit, 0 ~ t ~ n, is the semicircle 
I z 1 = 1, Im z ;;::? 0 oriented counterclockwise (Fig. 12). D 

The other feature that distinguishes curve I' from set M (y) is 
that there might be two points on the curve corresponding to one 
point in the plane, namely, if a (t1 ) = a (t2) at t 1 =I= t2 , points z1 = 
a (t1) and z2 = a (t 2) are different from the standpoint of the 
curve y but coincide in the complex plane. Such points are called 
self-intersection points of a curve. An exception is when the initial 
and terminal points of a curve coincide, namely, if a (a) = a (~), 
then this point is not considered a self-intersection. 

A curve without self-intersection points is said to be simple. 
A curve whose initial and terminal points coincide is called closed. 
(The curves of Examples 3 and 4 are simple and not closed.) 
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Example 5. The curve z = eit, 0 ~ t ~ 2n, is the circle I z 1 = 1 
oriented counterclockwise with the initial and terminal points at 
z = 1. This is an example of a simple closed curve (or Jordan curve} 
(Fig. 13). 0 

c ru;!IJn, zunaz:;aza a, 

2 -1 1 

Fig. 13 Fig. 14 Fig. 15 

Example 6. The curve z = o (t), -n/2 ~ t ~ 2n, where 

{ 

't n e', -2~t~n, 

a (t) = 3t 
--;:t-4, n~t~2n. 

is an open (i.e. not closed) curve with a self-intersection at z = f 
(Fig. 14). The points z1 = o (0) and z2 = o (5n/3) are different points. 
on the given curve although they coincide in the complex plane, 
z1 = z2 = 1. D 

Example 7. The curve z = cost, -n ~ t ~ n, is the segment 
[-1, 1] traversed twice, first from point z = -1 to point z = 1 
and then from point z = 1 to point z = -1 (Fig. 15). This is an 
example of a closed curve each point of which in (-1, 1) is a self­
intersection point. 0 

Remark. Two· curves, z = o1 (t), a 1 ~ t ~ ~1 , and z = o 2 (<). 
a 2 ~ 't ~ ~2 , are assumed to coincide if there exists a real function 
t = s (•) that is continuous and monotonically increasing on [a2 , ~ 2 } 
and such that s (a2) = a 1, s (~ 2) = ~ 1 • and o1 (s (•)) = o2 (•). 

a2 ~ 't ~ ~2· 
Two curves that coincide correspond to the same set of points 

in the complex plane. 
Clearly, the equation of a curve z = o1 (t), a~ t ~ B. can be 

written in the form z = o 2 (t), 0 ~ 't ~ 1, by, say, introducing the 
substitution t = a + (~ - a) 't, which means that o1 (t) = o1 (a + 
(~ - a) •) = o 2 (•). Thus, without loss of generality, l we can 
write the equation of a curve in terms of a complex valued function 
defined on [0, 1]. 

Example 8. The equation of the curve considered in Example 3 
can be written as z = t, -1 ~ t ~ 1, or as z = 2t- 1, 0 ~ t ~ 
1.0 
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Let us take a curve y given by the equation z = a (t), a ~ t ~ ~· 
\Ve denote by y-1 the curve that is obtained from y Ly rever~ing the 
sense of direction on the latter. We can then write the equation of 
y-1 as z = a (-t), -~ ~ t ~ -a. 

The part of a curve y traversed from point z1 = a (t1) to point 
z2 = a (t2), where t1 and t2 belong to [a, ~), is called an arc of curue y. 

Let a = t0 < t1 < t 2 < . . . Zn 

... < tn = ~ and let "YR. be an 
arc of y traversed from point 
zk-t = a (tR._1) to zk = a (tR.), 
k = 1, 2, . . . , n. We will 
then say that the curve is par­
titioned into arcs y1 , y2 , ••• , 

"Yn, or that y consists of arcs i'1 

"YP y2 , ••. , "Yn· We will reflect 
this fact by writing y = y1y 2 zo 
••• "Yn· The broken line with 
the vertices at zk = a (tR.), 

Fig. 16 

k = 0, 1, ... , n, is said to be inscribed in curve y (Fig. 16). 
Let us consider the totality of all broken lines inscribed in y. 

If the set of such broken lines is bounded, y is said to he recti­
fiable and the least upper bound of the set is called the length 
of y. 

A curve is said to be smooth if we can write its equation in the form 
z = a (t), a~ t ~ ~. where the function given by a (t) has a con­
tinuous and nonzero derivative, a' (t) =1= 0, at each point belonging 
to [a, ~]; with a closed curve we must have a' (rt) = a' (~). 

A curve is said to be piecewise smooth if it can be partitioned into 
a finite number of smooth curves. A simple example of a piecewise 
smooth curve is a broken line. 

We can write the equation of a piecewise smooth curve as z = a (t), 
a~ t ~ ~. where the function a (t) is continuous and has a piece­
wise continuous nonzero derivative on [a, ~J, i.e. a' (t) =1= 0 on 
[a, ~]. In what follows we will write the equation of a piecewise 
smooth curve via such functions only. 

The geometric interpretation of the derivative of a complex valued 
function is as follows. If a curve y is given by the equation z = a (t), 
a~ t ~ ~. and at some point t0 E [a, ~] there is a nonzero deriva­
tive a' (t) =I= 0, then curve y at point z0 = cr (t0) has a tangent vector 
a' (t0) (see the remark at the end of Sec. 3.1). Consequently, a piece­
wise smooth curve has a tangent at each of its points except, perhaps, 
at a finite number of them, where the tangents from the right and 
left have limiting positions. Such exceptional points are called 
corner points of the curve. 

The reader knows from the course of mathematical analysis that 
a riecewise smooth curve 1': z = cr (t), a~ t ~ ~. is rectifiable 
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.and its length l (y) is given by the formula 

~ 

l (y) = ) Ia' (t) 1 dt, 
a 

-since I a' (t) I dt = dl is the element of length of curve y. In what 
follows we will consider only piecewise smooth curves. 

Now let us introduce the notion of an unlimited curve. Suppose 
that a complex valued function z = a (t) is given on a ray t ~a 
.and a ( +oo) = oo, i.e. a (t) -- oo and t - +oo. Then we say that 
we have defined an unlimited curve 

z = a (t), a~ t < oo, (3.9) 

while Eq. (3. 9) is called the parametric equation of this curve. The 
unlimited curve given by (3.9) is said to be piecewise smooth if for 
-each finite j3 >a the curve z = a (t), a ~ t ~ j3, is piecewise 
:smooth. 

Similarly, we can define unlimited curves when parameter t spans 
the semiaxis -oo < t ~a or the entire real axis. 

We can also write the equation of an unlimited curve (3.9) in the 
following form: z = a 1 (-c), a 1 ~ -c < /3 1, where a 1 (-c) - oo as 
-r- /3 1 , with /3 1 a finite number. However, for the sake of definite­
ness we will write the equation of such a curve only in form (3.9). 

3.3 Domains A set D of points of the extended complex plane 
is said to be a domain if it is 

(a) open, i.e. each point belonging to D has a neighborhood that 
belongs to D, and 

(b) connected, i.e. any two points belonging to D can be connected 
by a curve (perhaps unlimited) whose all points belong to D. 

A boundary point of D is a point in any neighborhood of which 
there are points belonging to D and points not belonging to D. The 
set of the boundary points of a domain is the boundary of this domain. 
Joining a domain D and its boundary points results in the closure 
-of D denoted by D. 

In what follows we will only consider domains whose boundaries 
-consist of a finite number of piecewise smooth curves and isolated 
points. \Ve will also assume that all boundary curves of D are oriented 
in such a way that when a point travels along a boundary curve in 
the direction of this orientation, the domain D is to the left. Here are 
some examples. 

Example .9. The boundary of the domain 0 < I z- a I< 8, 

e > 0, consists of point z = a and the circle I z - a I = 8 oriented 
-counterclockwise and traversed only once (Fig. 17). We will call 
this domain the (open) circle I z - a 1 < e with point a deleted, 
or the punctured neighborhood of point a. D 



Curves and Domains 33 

Example 10. We will depict the domain I z I< 1, 0 < arg z < 
2:rr, as shown in Fig. 18 and call it the (open) circle I z I < 1 
with a cut along the segment [0, 1]. The boundary r of this domain 

a-E 

Fig. 17 Fig. 18 

consists of the following parts: the segment [0, 1] traversed from 
point z = 1 to point z = 0 (the lower bank of the cut), the segment 
[0, 1] traversed from point z = 0 to point z = 1 (the upper bank of 
the cut), and the circle I z I = 1 traversed one time counterclock­
wise. Note that to each point of the half-open interval (0, 1] there 
correspond two different points of the boundary r. D 

Example 11. The boundary r of the domain 1 < I z I < 2 con­
sists of two curves, i.e. r = f 1 U r 2 , where f 1 is the circle 1 z I = 2 
oriented counterclockwise, and f 2 the 
circle I z I = 1 oriented clockwise 
(Fig. 19). D 

A domain D is said to be bounded if 
there exists a circle K: I z I < R such 
that D c K. Examples of bounded 
domains are shown in Figs. 17-19. 

Example 12. The following do­
mains are un.bounded (Fig. 20): 

(a) I z I > 1; 
(b) the upper half-plane Im z > 0 

with a cut along the segment [0, i]; 
(c) the strip I Im z I < 1; 
(d) the semistrip I Im z I < 1, 

-2 

Fig. 19 

ne z > 0 with a cut along the segment [1, 2]. D 

2 

A domain D in the complex plane is said to be simply connected 
if every closed curve lying in D can be continuously deformed into 
a point without going outside D. A continuous deformation of a curve 
ran be given a simple geometric interpretation (Fig. 21) sufficient 
for our purposes, while a strict analytical definition of such a process 
is also possible (see Sec. 3.4). 

Examples of simply connected domains are given in Figs. 18, 
:l-01641 
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20b, and 20c, while the domains in Figs. 17, 19, and 20d are multiply 
connected. 

For the extended complex plane the definition of a simply con­
nected domain is the same as for the nonextended, the only difference 

-1 1 

(a) 

WP"<{M'&'.@",?/~P"~&:'l"/P"-0 
i 

(c) 

Fig. 20 

(b) 

< I?*Q!Z?J J 

1 2 

(d) 

being that a continuous deformation of a closed curve to point z = ex> 

must be considered on Riemann's sphere. 
Example 13. The following domains in the extended complex 

plane are simply connected: 
(a) I z I > 1 (Fig. 20a); 
(b) the entire extended complex plane-; 
(c) z =I= a (the extended complex plane with point a deleted). 0 
Example 14. The following domains are multiply connected: 
(a) z =I= 1, i (the extended complex plane with points 1 and i 

deleted); 
(b) the extended complex plane with cuts along the segments 

[0, 1] and [i, 2i]; 
(c) 1 < I z I < CX>. o 
Domains with piecewise smooth boundaries possess the following 

property: the boundary of a simply connected domain in the extended. 
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complex plane consists of only one closed curve (perhaps unlimited) 
or only one point or not a single point (the case of the entire extended 
complex plane). 

At this point we give with­
out proof a theorem concern­
ing simple closed curves. 

The Jordan curve theorem 
A simple closed curve (Jordan 
curve) separates the extended 
complex plane into two simply 
connected domains. 

For a limited simple closed 
curve the names of these two 
domains are the interior of 
the curve (the domain that 
does not contain the point at 
infinity) and the exterior of 
the curve. We will say that a 
simple closed curve y is ori­
ented in the positive sense if a 
point traversing yin the direc­
tion of this orientation leaves 
the interior of y to the left. 

It is clear that a domain D 
in the complex plane is sim­
ply connected if and only if 
the interior of each simple 
dosed curve lying in D belongs 
entirely to D. One can im­
agine a simply connected do­
main as a sheet of paper of ar­
bitrary shape with, perhaps, 
cuts at the sides hut no 
holes inside. 

3.4 Homotopic curves A 
continuous deformation of a 
curve can be interpreted geo­

Fig. 21 

Fig. 22 

metrically (Figs. 21 and 22). Here we will give~a definition of such 
a deformation in a strict analytical manner. 

Suppose that two curves, y0 : z = a0 (t), 0 ~ t ~ 1, and y1 : z = 
a 1 (t), 0 ~ t ~ 1. lie in a domain D and have a common beginning 
at point a = a 0 (0) = a 1 (0) and a common end at point b = a0 (1) = 
rr1 (0). We will say that curve y0 can be continuously deformed 
into curve y1 , with the process confined to D, if there exists a function 
rr (t, s) that is continuous in the square 0 ~ t ~ 1, 0 ~ s ~ 1, 
and satisfies the following conditions: 

.1* 
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(1) for each fixed s E [0, 1] the curve y8 : z = u (t, s), 0 :::( t :::( 1, 
lies in D; 

(2) u (t, 0) = u 0 (t) and u (t, 1):=: u1 (t), 0 :::( t :::( 1; 
(3) u (0, s)==: a and u (1, s) = b, 0 :::( s :::( 1. 
In particular, if curve y 0 is closed (a = b) and u (t, 1) =a, 

0 :::( t :::( 1, we will say that curve y 0 can be continuously deformed 
into a point, with the process confined to D. 

Curves i' 2 and y1 are called homotopic in D (notation: y 0 ~ y1 

in D) if we can continuously deform curve y0 into curve y1 without 
leaving D (Fig. 22). A closed curve y in D is said to be homotopic to 
zero in D (notation: y ~ 0 in D) if this curve can be continuously 
deformed into a point with the process confined to D (Fig. 21). 

The following properties hold: 
(a) In a simply connected domain, any two curves with a common 

beginning and a common end are homotopic to each other, while 
any closed curve is homotopic to zero. 

(b) Suppose that the curves y = y1y 2 and y = y1y2 lie in D. 

Then, if y1 ~;in D and y 2 ~ y2 in D, we have y ~yin D. 
(c) The curve yy-1 is homotopic to zero in any domain that con­

tains curve y. 

4 Continuous Functions of a Complex Variable 
Suppose that on a set E in the complex plane z we have defined a com­
plex valued function w = f (z), i.e. to each point z = x + iy E E 
there corresponds a complex number w = u + iv. We can write 
this function in the form f (z) = u (x, y) + iv (x, y), where 
u (x, y) = Ref (x + iy) and v (x, y) = Im f (x + iy). Thus, we 
can think of a complex valued function of a complex number as 
a pair of real valued functions of two real variables. 

4.1 The limit of a function Let a be a limit point of E, i.e. 
every neighborhood of point a contains an infinite number of points 
of E. A function f (z) is said to tend to a limit A as z- a over E 
if for every e > 0 there is a 6 = 6 (e) > 0 such that for all z E E 
that satisfy the condition 0 < I z - a I < 6 the following is true: 

I f (z) - A I < e. 
We then write 

lim f (z) =A, 
z-+n, zEE ' 

or f (z)- A as z- a, z E E. 
The above defmition of the limit of a function is equivalent to 

the following: lim f (z) = A if for each sequence {zn}, Zn E E, 
z-->a, zEE 
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Zn =1= a (n = 1, 2, ... ), that converges to a the sequence {! (zn)} 
converges to A, i.e. lim f (zn) = A. For brevity we will often write 

n-oo 
lim f (z) instead of lim f (z). 
z-a Z-+a, z EE 

Theorem 1 of Sec. 2 implies that the existence of the limit 
lim f (z), with f (z) = u (x, y) + iv (x, y) and a = a + i~, is 
z ... a 
equivalent to the existence of two limits, lim u (x, y) and 

lim v (x, y), with 
x ... a 
y ... (3 

x-a 
y-(3 

lim f (z) =lim u (x, y) -r i lim v (x, y). 

Limits of functions of a complex variable have the same properties 
as limits of functions of a real variable, namely, if 

lim f (z) =A and lim g (z) = B, 
z-a z ... a 

then 

lim [f (z) + g (z)] =A+ B, lim [f (z) g (z)] = AB, 

lim .lJ:l = ....:!_ (B =I= 0). 
z-a g (z) B 

In what follows we will often use such symbols as"'"""', o, and 0. 
The table below gives an explanation of these symbols. Here the 
functions f (z) and g (z) are defined on set E, and a is a limit point 
of E. 

Formula 

f (z) ~ g(z) (z-+a, zE E) 

f (z) = o (g (z)) (z-+ a, z E E) 

f(z)=O (g(z)) (zE E) 

f( z) = 0 (g (z)) (z-+ a, z E E) 

Explanation 

lim f (z) = 1 
z-a, zEE g (z) 

lim t£2=0 
z-a, zEE g (z) 

The ratio f (z)/g (z) is bounded on E, 
i.e. 1/(z)/g(z)!:;;;:;;M, zEE 

The ratio f (z)/g (z) is bounded in the 
intersection of a neighborhood of 
point a with E. 
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The notation f (z) = o (g (z)) (z-- a, z E E) means that the func­
tion f (z) is an infinitesimal compared to g (z) with z-- a, z E E. 
In particular, the notation f (z) = o (1) (z-- a, z E E) means that 
f (z) is an infinitesimal with z-- a, z E E. 

Similarly, the notation f (z) = 0 (g (z)) (z-- a, z E E) means 
that the function f (z) is bounded in relation to g (z) with z-- a, 
z E E. In particular, the notation f (z) = 0 (1) (z-- a, z E E) means 
that f (z) is bounded with z-- a, z E E. 

Formulas of the type f (z) ~ g (z) (z -- a, z E E) are called asymp­
totic formulas, while formulas of the type f (z) = o (g (z)) (z-- a, 
z E E) and f (z) = 0 (g (z)) (z-- a, z E E) are called asymptotic 
estimates. 

Clearly the properties associated with~. o, and 0 for functions 
of a complex variable are the same as for functions of a real variable. 
Often for brevity we will write (z-- a) instead of (z-- a, z E E). 

Example 1. Let m and n be integers (m > n). Then zm = o (z") 
(z-- 0), z" = o (zm) (z--oo), and Z11 = 0 (zm) (z E E, E: I z I ~ 
1). 0 

Example 2. Let Pn (z) = a0z11 + a1z"-1 + ... +a;! and Om (z) = 
b0zm + b1zm-1 + ... + bm, with a0 =I= 0 and b0 =I= 0. Then 
Pn (z) ~ a0z" (z--oo) and Om (z) ~ b0zm (z--oo). Here, if 
m > n, then Pn (z)!Om (z) = o (1) (z-+ oo), and if m = n, then 
Pn (z)!Om (z)""""' a0/b 0 (z-+ oo). 0 

4.2 Continuity of a function on a set Let a function f(z) be de­
fined on a set E and let a belong to E. We say that f (z) is continuous 
at point a if for every positive e there exists a positive 8 such that 

If (z) - f (a) I < e 

for all z E E that satisfy the condition that I z - a I < 8. 
If point a is a limit point of E, then continuity of f (z) at point a 

means that · 

lim f (z) = f (a). 

This definition is equivalent to the following: a function f (z) = 
u (x, y) + iv (z, y) is said to be continuous at a point a = a + i~ 
if both u (x, y) and v (x, y) are continuous at point (a, ~). 

A function f (z) is said to be continuous on set E if it is continuous 
at each point of this set. 

Clearly, the sum, difference, and product of continuous functions 
of a complex variable are continuous, while the quotient of two 
continuous functions, say f (z) and g (z), is continuous at points 
where the denominator is nonzero. 

A composite function in which the constituent functions are con­
tinuous is also continuous, namely, if f (z) is continuous at point a 
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and F ( ~) is continuous at point ~ = f (a), the function F (f (z)) is 
continuous at point a, too. 

Example 3. The functions z, Re z, Im z, z, and I z I are continuous 
in the entire complex plane. 

Example 4. The polynomial P (z) = a0zn + a1zn-t + ... + an 
with complex valued coefficients is a continuous function in the 
entire complex plane. 0 

Example 5. The rational function R (z) = P (z)IQ (z), where P (z) 
and Q (z) are polynomials, is continuous at all points in the complex 
plane where Q (z) =F 0. D 

Let us introduce the following definition: a function f (z) defined 
on E is said to be uniformly continuous on E if for every positive e 
there exists a positive 8 such that I f (z1 ) - f (z 2) I < e for any two 
points z1 and z2 belonging toE that satisfy the condition I z1 - z2 1 < 8. 

Since the uniform continuity onE of a function f (z) = u (x, y) + 
iv (x. y) is equivalent to the uniform continuity oR E of the two 
functions u (x, y) and v (x, y), we can conclude (using the results 
obtained in mathematical analysis) that a function that is continu­
ous on a closed bounded set is uniformly continuous on this set. 
(Note that a set is said to be dosed if all its limit points belong to 
it.) 

In our exposition we will often discuss functions that are continu­
ous in a domain and in the closure of this domain. The following 
statements hold true: 

('1) A function that is continuous in a domain D is uniformly con­
tinuous in a domain D 1 such that D 1 c D. 

(2) If a function is uniformly continuous in a bounded domain D, 
it can be defined at the boundary points of D in such a way that the 
result will be a function continuous in D. 

4.3 Sequences and series A sequence {/n(z)} is said to be 
uniformly convergent on a set E to a function f (z) if for every positive. e 
there is a positive integer N such that 

lin (z) - f (z) I < e 

is valid for all n > N and all z E E. 
"" 

The series ~ gk (z) is said to be uniformly convergent on set E 
k=t 

00 

if a sequence of its partial sums Sn (z) = ~ g, (z) is uniformly con-
k=t 

vergent on E. 
The following propositions are valid 
(1) Cauchy's condition for uniform convergence of a sequence 

A sequence {In (z)} is uniformly convergent on set E if and only if for 
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every positive e there is a positive integer N such that 

I In (z) - fm (z) I< e 

for all n > N and m > M and all z E E. 
(2) Cauchy's condition for uniform convergence of a series A se-

00 

ries ~ gk (z) is uniformly convergent on set E if and only if for every 
k=1 

positive e there is a positive integer N such that 

I k~n gk (z) I < 8 

for all n > N and m ~ n > N and all z E E. 
(3) Weierstrass's condition for uniform convergence of a series 

00 

If the terms of a series~ gk (z) satisfy the estimate I g11 (z) I ~ c11 

k=f 
00 

for all z E E, k = 1, 2, .... and the number series~ ck isconl.iergent, 
k=1 

then the series in question is uniformly convergent on E. 
(4) Let f (z)= lim In (z), where the In (z), n = 1, 2, ••• , are con-

n-+oo 

tinuous on E. If the sequence {/n (z)} is uniformly convergent on E, 
the function j (z) is also continuous on E. 

(5) Let the gk (z), k = 1, 2, ... , be continuous on set E. If 
00 

the series~ gk (z) is uniformly convergent on E, its sum S (z) = 
k=1 

00 

~ glt (z) is also continuous on E. 
k=1 

4.4 Continuity of a function on a curve We start by taking a 
curve y: z = CJ (t), a~ t ~ ~. and a complex valued function 
w = '¢ (t) defined on the segment a ~ t ~ ~- This function can be 
considered as a function defined on curve y, namely, to each point 
Zt = a (t) on y we have assigned a complex number w = '¢ (t). Thus, 
a function is defined on a curve y if we define the following pair of 
functions: 

z = a (t), w = '¢ (t), a~ t ~ ~- (4.1) 

If y is a simple open curve, Eqs. (4.1) define a function w = j (z) 
that is single-valued on the set M of points z = a (t), a~ t ~ ~. 
of the complex plane in such a way that w = j (a (t)) = '¢ (t), 
a~ t~ ~-
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In general, Eqs. (4.1) also define a function w = f (z) of points 
in the complex plane, but, perhaps, a many-valued function, namely, 
if the curve 'V has a self-intersection a (t1 ) = a (t 2), t 1 =I= t 2 , then at 
point z = a (t1) = a (t 2) the func­
tion f (z) may have two different 
values. However, in this case too 
for brevity we will write w =f (z)= 
f (a (t)), a~t~~. instead of Eqs. (4.1). 

Let us introduce the following 
definition: a function w = 1jJ (t), 
a~ t~ ~. is said to be continuous 
on a curve 'V: z = a (t), a~ t ~ ~. 
if it is continuous on the segment 
a~ t ~ ~; if curve 'Vis closed, we 
must have 1jJ (a) = 1jJ (~). 

The following propositions are va­
lid: 

-2 

Fig. 23 

(1) If a function is continuous in a domain D, it is continuous Oil' 

each curve that lies in D. 
(2) If a function is defined in a domain D and is continuous on· 

each curve that lies in D, it is continuous in D. 
4.5 Continuity of a function in a domain up to the boundary 

Suppose that a and b are interior or boundary points of a domain D. 
vVe define the distance between points a and b across D as 

Pn(a. b) = inf l ("(). 
y 

where l ("() is the length of curve 'V• and the lower bound is taken. 
over all curves 'V that connect points a and b and lie in D. 

Clearly, Pn (a, b) ~ I a- b I and Pn (a, b) = I a- b I if the 
segment [a, b] belongs to D. 

Remark. It is essential that if a and b are different points on the 
boundary of D, the distance Pn (a, b) is positive even if a and b· 
coincide as points in the complex plane. 

Example 6. Let D be the circle I z I < 2 with a cut along the seg­
ment [0, 2] (Fig. 23). Then Pn (-i, i) = 2 and Pn (1 - i, 1 + i) = 
2 V2. If a = 1 is a point on the upper bank of the cut and b= 1 
is a point on the lower bank (Fig. 23), then pn(a, b) = 2. Pv(a, 0) = 

1, and Pn (a, 1 - i) = 1 + V2. 0 
Let us consider a bounded domain D whose boundary r consists 

of a finite number of closed curves f 1 , f 2 , ••• , fn. Suppose that 
a function f (z) is defined in D and on each boundary curve r k, 

k = 1, 2, ... , n. 
Definition. A function f (z) is said to be continuous in a domain D 

up to its boundary f if for each point a that belongs to D or f we have-
lim f (z) = f (a). 

Pn(z, a)-0 
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,\oil' lltnl i r lho boundary point a is not a self- intersection point 
"" 111•• llour111nry curve or if a is an interior point of D, then 

lim f (z) = lim f (z). 
p D(z, a)-0 z-.a, zED 

/,'.mmple 7. In the notation of Example 6 we have 

lim f (z) = lim f (z), 
Pn(z, 2i)-+O z-+2i, zED 

lim f (z) = lim f (zl. 0 
Pn(z, 0)-+0 z-+0, zED 

Thus, if the boundary r of domain D consists of simple closed 
·curves, the continuity of a function in D up to r is equivalent to 
the continuity of this function on i5. But if the boundary of D is 
not a simple curve, the continuity of a function in D up to r does 
not generally imply continuity of this function on 15. 

Example 8. In the domain D of Example 6 (Fig. 23) we consider 
the function f (z) = Vz = r 112ei<PI2, with z = rei(j) and 0 < cp < 2:rt, 

·defined at each boundary point a of D by f (a) = lim f (z). 
p v(z, a)-+0 

The function f (z) is then continuous in D up to the boundary. In 
particular, if point z = x > 0 belongs to the upper bank of the cut, 
then 

lim f (z) = lim f (z) = f (x+ iO) = Vx. 
Pn(z, x)-0 z-x, Im z>O 

Similarly, for a point z = x > 0 belonging to the lower bank we 
have f (x- iO) = -Vx. Hence, f (z) in this example is not con­
tinuous in.i5, i.e. we cannot ''paste" the function along the cut in such 
a way that it remains continuous. 0 

4.6 The exponential, trigonometric, and hyperbolic functions 
\Ve start with the exponential function. The function e• of a complex 
variable z = x + iy is defined thus: 

e= = ex+iy = ex (cosy + i sin y). 

Hence, 

R e e• = ex cos y and Im e2 = ex sin y. 

This definition leads to the following properties of the exponential 
function e': 

(1) For any two complex numbers z1 and z2 we always have 
ezt +zs = eztez•. 

(2) The function e' is periodic with a period 2:rti: 
ez+2ni = ez. 
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(3) The function ez is continuous in the entire complex plane. 
(4) For any complex number z = x + iy we have 

I ez I = ex, arg ez = y. 

(5) The function e• assumes all values except zero, i.e. the equation 
e= = A is solvable for any nonzero complex number A. If a = arg A, 
all solutions of the equation ez = A are given by the formula 

z = ln I A I + i (a + 2kn), k = 0, ±1, +2, . . . . (4.2) 

In particular, if ez = 1, we have z = 2kni, k = 0, +1, +2, .... 
Remark. If ez = A, the complex number z is said to be the loga­

rithm of the complex number A =I= 0 and is denoted by ln A. Equa­
tion (4.2) implies that 

ln A = ln I A I + i arg A. 

In particular, ln 1 = 2kni, ln (-1) = (2k + 1) ni, and ln i = 
{2k + 1/2) ni (with k an integer). 

Trigonometric functions. The functions sin z and cos z of a com­
plex variable z are defined thus: 

1 . . 
sin z = - (etz- e-1z) 2i , 

1 . . 
cos z = 2 ( e tz + e-1Z). (4.3) 

This definition leads to the following properties of sin z and cos z: 
(1) The functions sin z and cos z are continuous in the entire com­

plex plane. 
(2) The functions sin z and cos z assume all values, i.e. the equa­

tions sin z = A and cos z = B are solvable for any complex num­
bers A and B. 

(3) All the formulas of elementary trigonometry, valid for real 
numbers x, are valid for all complex numbers z. For instance, 

sin2 z + cos2 z = 1, 
sin 2z = 2 sin z cos z, 

sin (z1 + z2) = sin z1 cos z2 + cos z1 sin z2 , 

cos (z1 + z2) = cos z1 eos z2 - sin z1 sin z2• 

(We will prove the first formula in Sec. 15 (Example 2) in another 
way.) 

In particular, 

(a) sin (z + 2n) = sin z, cos (z + 2n) = cos £, 

i.e. the funetions sin z and cos z are periodic functions with a period 
2n, and 

(b) sin (-z) = -sin z, cos (-z) =cos z, 

i.e. sin z is an odd funetion and cos z an even function. 
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(4) For all complex numbers z = x + iy we-'-have 

+leY -e-YI ~ jsin zl ~+ (eu + e-Y), (4.4) 

1 - 1 
2 1eY-e Yj~ jcoszi~T (eY+e-Y). (4.5) 

Let us prove the validity of (4.4). Combining Eqs. (4.3) with the 
triangle inequality (see Eq. (1.15)), we find that + jleizl-le-iz ~~~ jsin z I~+ (jeizl + je-izl). 

This together with the fact that 

jeiz I= je-Yeix I= e-Yieix I= e-Y, le-izl = eY 

leads to (4.4). The validity of (4.5) can be proved in a similar manner. 
From (4.4) and (4.5) it follows that as y-+ oo, the following 

asymptotic formulas are valid (uniformly in x, where z = x + iy): 

lsinzl .-{elY!, lcoszj .-{ eiYI, 

Consequently, the functions sin z and cos z are unbounded in the 
entire complex plane (this also follows from Property 2). 

(5) The following formulas are valid: 

sin (x + iy) = sin x cosh y + i cos x sinh y, 
cos (x + iy) = cos x cosh y - i sin x sinh y. 

These formulas (or (4.4) and (4.5)) imply, for one, that :the equa­
tions sin z = 0 and cos z = 0 have solutions only when y = 0, i.e. 
only on the real axis. Consequently, all solutions of the equation 
sin z = 0 are given by the formula z = kn, k = 0, +1, +2, ...• 
while all solutiDns of the equation cos z = 0 are given by the for­
mula z = n/2 + kn, k = 0, +1, +2, .... 

The functions tan z and cot z are defined as 
sin z cos z tanz=--, cotz=-.-. 

COSZ SlllZ 

Properties 1 w1d 5 imply that the function tan z is continuous at 
z =f=. n/2 + kn, while the function cot z is continuous at z =f=. kn, 
with k = 0, +1. +2, .... 

Hyperbolic functions. The functions sinh z and cosh z are defmed as 

· h 1 ( z -z) h 1 ( z + z) sm z = 2 e - e , cos z = 2 e e- . (4.6} 

Combining (4.3) and (4.6), we can see that sinh z = -i sin (iz) 
and cosh z = cos (iz). Thus, the properties of sinh z and cosh z 
follow directly from the properties of sin z and cos z. Note, in partie-
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ular, that both sinh z and cosh z are continuous functions in the 
entire complex plane; all solutions of the equation sinh z = 0 are 
given by the formula z = kni, k = 0, +1, +2, ... , while all 
solutions of cosh z = 0 are given by z = (n/2 + kn) i, k = 0, +1, 
+2, .... 

The functions tanh z and coth z are defined by 

t. h sinh z th cosh z 
an z =cosh z ' co z = sinh z 

The function tanh z is continuous at z =I= (n/2 + /.:n) i, and the 
function coth z is continuous at z =1= kni, with k = 0, +1, +2, .... 

Note that the formulas for trigonometric and hyperbolic functions 
valid for real x's, are valid for complex z's. 

5 Integrating Functions of a Complex Variable 
5.1 The definition of an integral We start with a complex val­

ued function f (z) defined on a curve y. Let us partition y into arcs 
Yt• y2 , .•• , Yn by the points z0 , Zp ••• , Zn tak!'ln in the order that 
they appear on y, where z0 is the beginning and Zn the end of the 
curve y (Fig. 24). Let lk (k = 1, 2, ... , n) be the length of the arc Vk 
(where zk_1 is the beginning and zk the end of the kth arc) and l = 
max lk. On each arc '\'k we take a point ~k E Y~< and build the 

1~k~n 
Riemann sum 

n 

~ f (~k) (z~~.-zk-1). 
k=1 

(5.1) 

If as l--+ 0 the integral sums (5.1) tend to a finite limit that does 
riot depend on the choice of points zk and ~k• the limit is said to be 
the integral of f (z) along curve v: 

n 

\ f (z) dz =lim ~ f (~A) (zk- zk_1). 
; l-+0 k=1 

(5.2) 

Let us write z = x + iy and f (z) = u (x, y) + iv (x, y) and 
introduce the notation 

zk = xk + iyk, xk - Xk-1 = Llxk, Yk - Yk-1 = Llyk, 

~k = £k + iYJk· 
Then 

n n n 

~ f (~k) (zli.- zk-t) = -~ (ukLlxk- vkLlYk) + i ~ (vkLlxk + ukLlYk), 
k=1 k=1 k=1 
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where uk = u (s 11 • 't] 11 ) and vk = v (;h, lJk). Passing to the limit with 
l ~ 0, we obtain 

~ f(z)dz= J udx-vdy+i j vdx+udy. (5.3) 
I' I' I' 

Consequently, the existence of the integral ~ f(z) dz is equivalent 
I' 

to the existence of two lin( integrals of real valued functions, 

~ u dx- v dy and ~ v dx + u dy. 

' I' 

If the curve y is given by the equation z = a (t) = s (t) , i't] (t). 

Fig. 24 

a~ t ~ ~.then in (5.3) dx = s~ (t) dt and dy = lJ 1 (t) dt and, hence, 
~ ~ 

~ f (z) dz = ~ (u£'- VlJ') dt + i ~ (vs' + ufJ') dt 
I' ~ ~ 

~ ~ 

= ~ (u + iv) (6' + ilJ') dt = ~ f (a (t)) a' (t) dt. (5.4) 

Example 1. Suppose f (z) = 1 and a and b are, respectively, the 
beginning and end of curve y. Then the Riemann sum (5.1) is 

n 

)1, (zk- Z~t_1 ) = z1 - z0 + z2 - z1 + ... + z11 - Zn_1 = Zn- z0 = b- a, 
k=1 

whence J dz = b - a. Thus, this integral depends only on the be-

" ginning and end of I' and does not depend on the path of integration. 
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b 

In this case we can write ~ dz instead of J dz. In particular, if a = b, 
a 'I' 

then J dz = 0, i.e. J dz along any closed curve is zero. 0 
~ ~ 

5.2 Properties of integrals Equation (5.3) implies that a func­
tion that is continuous on a curve is integrable along the curve. The 
properties of line integrals lead to the following relationships: 

(1) J [a/ (z) + bg (z)] dz =a ~ f (z) dz + b J g (z) dz, (5.5)-
~ 'I' 'I' 

where a and b are any complex numbers (the linearity of integrals). 

(2) J I (z) dz = - J I (z) dz, (5.6)· 
~ ~-1 

i. e. the reverse of orientation of the curve changes the sign of the 
integral. 

(3) J j (z) dz = J f (z) dz + J j (z) dz. (5.7) ,, "• 
Example 2. We assume that j (z) = z and y is a curve with the 

beginning at point a and the end at point b. Since j (z) = z is con-

tinuous on y, the integral ) z dz is finite and the limit (5.2) does not 
~ 

depend on the choice of points zh and ~h· We put ~h = zh-I· Then 
n 

) z dz =lim S, where S= ~ zh-t (zh- zh_1). ~ext, if we put. 
~ z-o k=t 

n 

~k = zh, we obtain J z dz = lim S, where S = ~ zh (zh - zh_1). 

~ z-o h=1 

Hence, 

- n 

J 1 -
zdz= 2 lim (S+S), 

z-o 
~ 

S+S= ~ (z2-z2 ) 
..:...1 h h-1 

k=t 

which yield 

= z2- z2o + z2- z2 --'- + z2- ,.2 = z2- z2 =' b2 - a2 1 2 1 : • • • n ~n-1 n ll ,. 

J zdz=+(b2-a2). 
y 
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'Thus, the value of ) z dz does not depend on the path of integration. 
1' 

In particular, ) z dz along any closed curve is zero. 0 
1' 

Example 3. Let us evaluate In = ) (z - a)n dz, where n is an 

cP 
integer, and Cp the circle I z- a 1 = p, p >0, oriented counter­

·dockwise. 
We write the equation of circle C P in the form z = a + peit, 

0 ~ t ~ 2n. Then dz = ipeit dt, and Eq. (5.4) yields 

2n 

In = ipn+t ) eit<n+t> dt, 
0 

whence for n = -1 we have I _1 = 2ni, while for n =I= 1 the New­
ton-Leibniz formula (see Sec. 3.1) yields 

I = pn+l eit<"+t) lt=2n = 0. 
n n+1 t=O 

Thus, 

) (z- a)" dz = { 0, . n = 0, 1, ± 2, ± 3, 
iz-al-=P 2m, n = -1. 0 

. . ' 
(5.8) 

n 

The following property holds: if a series f (z)= 2J fn (z) consisting 
k=i 

-of functions fn (z) (n = 1, 2, ... ) that are continuous on a curve y 
is uniformly convergent on '\'• it can be integrated term-by-term, i.e. 

00 

) f(z)dz= ~ ) In (z)dz 
1' n=i 1' 

This follows from (5.3) and the theorem on term-by-term integration 
-of a uniformly convergent series consisting of real terms. 

5.3 Estimates of integrals 
Lemma 1 Suppose we have a function f (z) continuous on a curve '\'• 

"Then the following estimate is valid: 

jJ f(z)dzl~ ~ lf(z)lldz!, (5.9) 
1' 1' 

where 1 dz 1 = [(dx)2 + (dy)2Jll2 = ds is the element of length of 
curve y. 



Integrating Function! 49 

Proof. We have 
n n 

I~ f(~Jt)(zk-zk-t>l~ ~ if(s~t)iizk--z~~-tl, 
k=t k=t 

from which, going over to the limit, we arrive at estimate (5.9). 
Remark. The estimate (5.9) can also be obtained frwn (;).!!) com­

bined with the inequality (3.6). 
Corollary Inequality (5. 9) leads to the following estimate: 

I~ f(z)dzj<Ml(y), 
'I' 

where M = max If (z) I, and l (y) is the length of y. 
zEv 

(5. 1 0) 

Lemma 2 Suppose that we have a function f (z) continuous in 
a domain D and a curve y lying in D. Then the integral of f (z) along 
y can be approximated as closely as desired by the integral off (z) along 
a broken line lying in D, i.e. for every positive e there is a broken line C 
in D such that 

I ~ f (z) dz- ~ f (z) dzl <e. (5.11) 
., c 

Proof. We will take a domain D 1 such that D 1 c D and curve y 
lies inside D 1 (the proof that such a domain exists will be given below 
in Lemma 4). By Property 1 of Sec. 4.2, the function f (z) is uniform­
ly continuous in D 1 , i.e. for a fixed and positive e there is a positive 6 
such that for all z ED 1 , ~ ED 1 , I z - ~ I < 6 the following ine­
quality holds true: 

if (z)- f (~)I < ;l , (5. t2) 

where l is the length of curve y. 
Let us partition curve y into arcs y1 , 1'%, •.• , 1n by the ordered 

points z0 , z1, .•. , sn in such a way that the length lit of are 1'k i! 
imaller than 6 and the circles I z - sit I < 6 (k = f, 2, ... , n) 
belong to D 1 (this can be done in the same manner as in Lemma. 4 
which follows). Let C be a broken line with vertices at z0 , z1 , ••• 

• • • , Zn, and ck the segment [zk-t• zk], with 'Ak = I z11 - zk-t I the 
length of ck (k = 1, 2, ... , n). 

Since lk is less than 6, we conclude that 'Ak ~ lk < 6, i.e. arc 1'k 
and segment c,. lie in the circle I z - zk I < 6 (k = 1, 2, ... , n). 
Hence, in view of (5. 12), for all z E y._ and z E c11 the following esti­
mate is valid: 

if (z)- f (zit) I< rz• (5. 13) 
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Let us now prove (5.11). We have 
n i f(z)dz-) f(z)dz= ~ [J f(z)dz- ~ f(z)dz] 

'V C k=1 v11 c11 

n 

= ~ {[.\ f(z)dz- ~ f(zk)dz]-[J f(z)dz- J f(z 11)dz]}; 
k=1 'VI! 'Vk ck 'Vk 

whence, using the fact that 

j f (zl!) dz = J f (zk) dz = f (zk) (zk- zk_1) 

'Vk ck 

(see Example 1), we obtain 

I J f (z) dz- 1 f (z) dz 
'V c 

n . 

~~ {j J [f(z)-f(z 11 )]dz 1+1.\ [f(z)-f(z 11 )]dz J}. (5.14) 
1!=1 v11 c11 

Applying to each term on the right-hand side of (5.14) the estimates 
(5.10) and (5.13), we finally obtain 

n 

I r .. r I "' ( e e ) e / .I f(z)dz- J f(z)dz ~LJ 3TZ11 +3z"-11 ~3Tx2l<e. 
v c k=1 

Lemma 3 Let D be a simply connected bounded domain and f its 
boundary. If a function f (z) is continuous in D up to f, the integral of 
f (z) along r can be approximated as closely as desired by the integral 
of f (z) along a closed broken line lying in D. 

The proof of Lemma 3 is beyond the scope of our book. 
Let us take a multiply connected domain. Let the boundary r 

of a bounded domain D consist of the curves f 1 , . f 2 , ••• , f n, i.e. 
n .. 

r = U r 11 • If a function f (z) is continuous in D up to r, the integral 
k=1 

of f (z) along r can be found from the following expression: 
n 

J f (z) dz = ~ J f (z) dz. (5.15) 
r 1!=1 r 11 

Lemma 3 leads to the fo.llowing 
Corollary If a function f (z) is continuous in a domain D up to the 

boundary, the integral of f (z) along the boundary can be approximated 
as close as desired by the sum of integrals of f (z) along closed broken 
lines lying in D. 
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Lemma 4 A curve y lying in a domain D can be covered by a finite 
set of circles belonging to D. . . .. · 

Proof. Suppose f is the boundary of D, and p (y, f) = 
inf I z - s I is the distance between curve y and the boun­

zEv. 6Er 
dary f. From mathematical analysis the reader should know that 
p (y, f) > 0. 

We partition the curve y into arcs )'p y2 , ••• , '\'n by a sequence 
of points z0, z1 , ••• , Zn, where z0 is the beginning and Zn the end 
of y, in such a way that the length l1 of arc 'Vi is less than p (y, f)/4: 

1 
lt<Tp(y, f), j=1, 2, ... , n. 

We wish to show that y can be covered by the following sequence of 
circles: 

1 
Ki: iz-zJi < Tp(y, f), j=O, 1, ... , n. (5.16} 

Indeed, if z E y1, then 
1 1 

iz-zJi~l1 < 4 p (y, f)< 2 p (y, f), (5.17) 

i.e. the arc '\'i lies within the circle K 1 (j = 1, 2, ... , n). 
Corollary Let D 1 be the union of all the circles given in (5.16). 

n 
i.e. D 1 _:_ U K1. Then the curve y lies in D 1 and D1 c D, with 

j=O 
p (y, f1)~p (y, f)/4, where f 1 is the boundary of D 1 • 

6 The Function arg z 
The function ln z was defined in Sec. 4 via the formula ln z = 
In ·1 z I + i arg z. In Chap. IV we will show that all the element­
ary many-valued functions can be expressed in terms of the loga:­
rithmic function. For this reason we must thoroughly investigate 
the many-valued function a,rg z. . 

The properties of the function arg z and especially the properties 
of the variation of this function along a curve (see Sec. 6.2) will be 
widely used starting from Sec. 21. Some of these properties, however, 
we will need . in Sec. 13. · 

6. t · Polar coordinates As is known, the Cartesian and polar 
coordinates of a point z (z = x + iy) in the complex plane are related 
by the formulas 

x = r cos cp, y = r sin cp. (6.1) 

If the polar coordinates (r, cp) of a point are given, the Cartesian 
coordinates (x, y) are determined in a unique manner from Eqs. (6.1). 
If the Cartesian coordinates (x, y) are known, (6.1) uniquely deter-
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mine r = (x2 + y2 ) 112 , but cp is not determined uniquely, namely, 
the equations 

cos cp = V r , sin cp = Y r•+ yl V x2+ y2 
(6.2) 

determine cp = arg z only to within a constant term, 2kn, where k is 
an integer. 

This fact (the nonuniqueness of the relation between (x, y) and 
(r, cp)) is not important when we are dealing with single-valued 

0 
Do 

r 

Fig. 25 

functions. But when we are studying many-valued functions (such 
as In z) it becomes important. 

Note that Eqs. (6.1) establish a one-to-one relationship between 
the entire complex z plane and the set {0 < r < oo, -n < cp ~ 

:s;; n} U {r = 0, cp = 0} in the (r, cp) plane. This set is not a do­
main, i.e. an open connected set, while the complex z plane is. 
One-to-one correspondence can be achieved if, say, we consider the 
semistrip II: {0 < r < oo, -n < cp < n}. In the complex z plane 
the semistrip corresponds to the domain D 0 : the plane cut along the 
semiaxis (0, oo] (Fig. 25). 

In domain D 0 we will reckon the polar angle cp from the semiaxili! 
x > 0 (for x > 0 we assume that cp = 0). Then cp will vary from -n 
to n, and to each point :: E D 0 there will correspond only one value 
of cp equal to cp (z). This means that in D 0 we have specified a single­
valued and continuous function cp (z). This function can be differen­
tiated an infinite number of times in the variables x and y in D 0 , 

since the mapping (6.1) of the semistrip IT on D 0 can be differentiated 
an infinite number of times, is a one-to-one mapping, and its Jacobian 
J = r does not vanish. 

The function cp (z) is determined uniquely by Eqs. (6.2) since 
-n < cp < n. At every point c E D 0 the value of cp (z) corresponds 
to one of the values of the many-valued function arg z (see Sec. t.4). 
For this reason the function cp (::) is said to be a (single-valued) con-
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tinc:Gus branch of arg z, which for brevity we will denote by fP = 
arg z. · 

The domain D 0 contains an infinite number of continuous branches 
(fk (z) of arg z. All are described by the single formula 

fPk (z) = (jl (z) + 2kn, k = 0, +1, +2, .... 

We can express, via (6.2), the function fP = arg z defined above 
in terms of inverse trigonometric functions: 

arg z = arc tan (ylx) if x > 0, 

arg z = n + arg tan (ylx) if x < 0 and y > 0, 

arg z = -:rt + arc tan (ylx) if x < 0 and y < 0. 

However, in the case of an arbitrary domain there is no simple 

Fig. 26 Fig. 27 

formula that relates a branch of· arg z and inverse trigonometric 
functions, since these functions vary either from -n/2 to n/2 or 
from 0 to n, while the function arg z may vary within any limits. 
A more convenient representation of arg z is the integral represen­
tation (see Eq. (6.15) below). 

6.2 Variation of the argument along a curve Suppose that we 
have a curve y that does not pass through the point z = 0. We will 
call the angle of rotation of vector z as point z moves along curve y 
from the beginning to the end of y the variation of arg z along curve y 
and will denote it by .1v arg z (Fig. 26). 

Example 1. (a) If y is the line segment with the beginning at point 
1 - i and end at point 1 + i, then .1, arg z = n/2. 

(b) If 1'+ is the semicircle I z I = 1, Im z > 0 oriented counter­
clockwise, then .1,+ arg z = 1t (Fig. 27). 

(c) If y_ is the semicircle I z I = 1, lm z ~ 0 oriented clockwise, 
then .1,_ arg z = -n (Fig. 27). 0 

Let us derive a formula for determining .1v arg z. From (6.1) we 
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have 
dx = cos <p dr - r sin <p drp, dy = sin <p dr + r cos <p drp, (6.3) 

whence r drp = -sin <p dx +cos <p dy. Consequently, 

dcp = d arg z = - Y dx+x dy (6.4) 
x2+y2 

Now let us investigate the integral J d arg z. It is equal to the 
y 

difference of the values of arg z at the end and beginning of y, i.e. 
the variation of arg z along the curve, or il., arg z. Consequently, 

A r -ydx+xdy 
Llv arg z = J x2 + y2 • (6.5) 

y 

We can write this formula as 

il.,arg z = Im (6.6) 
y 

since 
Im~=Im dx+idy -ydx+xdy 

z x+ iy x2+y2 

and the integration variable in (6.6) 
can be denoted by any letter. 

Let us study the properties of the 
variation of arg z. 

Fig. 28 (1) Suppose that a curve y can be 
continuously deformed into a curve y1 

that does not pass through point z = 0 (i.e. the curves y and y1 are 
homotopic in the domain 0 < I z I< oo) (Fig. 28). Then we have 

Ll., arg z = il.,, arg z. (6.7) 

Proof. Consider the integral 

~ Pdx+Qdy, (6.8) 
y 

where the functions P (x, y), Q (x, y), fJP/iJy, and iJQ/iJx are con­
tinuous in domain D and curve y lies in D. In courses of mathematical 
analysis (see Kudryavtsev [11) the reader will find the proof of the 
following 

Theorem If a domain D is simply connected, then the integral 
(6.8) along any closed curve y lying in D is zero if and only if 

aP oQ 9 ~ ---a;- (6. ) 

at every point of D. 
The theorem leads to the followin~ 
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Corollary If in a domain D (perhaps multiply connected) con­
dition (6. 9) is met and curve y can be continuously deformed into curve 
y1 , with the process confined to D (i.e. the curves-y and 'VI are homotopic 
in D), then 

j Pdx+Qdy= ~ Pdx+Qdy. (6.10) 
'I' y, 

In (6.10) we put 

P(x, y)=x2+~H Q(x, y)=x2~y2· 

We can now directly verify that these functions satisfy condition 
(6.9) in the domain 0 < I z 1 < oo. Thus, from (6.5) and (6.10) 
we obtain (6.7). 

Equation (6. 7) also follows from the geometric interpretation 
of the variation of arg z along a curve (see Fig. 28). 

Property 1 leads, among other things, to the following: 
(2) Suppose that a closed curve y does not pass through point 

z = 0 and can be continuously deformed into a point without cross­
ing point z = 0 (i.e. the curve is homotopic to zero in the domain 
0 < I z I < oo). Then 

~v arg z = 0. (6.11) 

Note that Eq. (6.7) does not hol~ for all curves y and I'I with 
a common beginning and a common end (cf. Examples 1b and 1c). 
In the same way (6.11) does not hold for all closed curves y. 

Example 2. If y is the circle I z I = 1 oriented counterclockwise 
and traversed once, then ~"' arg z = 2n. 0 

Here are other properties of the variation of the argument. 
(3) If a curve y does not pass through point z = 0, then 

~v arg z = -~v-I arg z. (6.12) 

(4) If a curve y = y1y 2 does not pass through point z = 0, then 

~y,y, arg z = ~y, arg z + ~v. arg z. (6.13) 

The last two properties follows from Eq. (6.6) and the properties 
of integrals (see Eqs. (5.6) and (5. 7)). . 

6.3 Continuous branches of arg z Suppose D is a simply con­
nected domain not containing points z = 0 and z = oo. We fix a 
point z0 ED and find arg z0 , one of the values of the argument of z0 • 

We put 

arg z = arg z0 + ~Y arg z, (6.14) 

where the curve y with the beginning at point z0 and the end at point 
z lies in D. 

By Property 1 of Sec. 6.2, the variation of the argument, ~ .. arg z, 
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does not depend on the shape of curve "(, since in a simply connected 
domain any curves with a common beginning and a common end can 
be continuously deformed into each other, with the process confmed 

z 
Fig. 29 ig. 30 

to D (see Sec. 3.4). Consequently, the function given by (6.14) is 
single-valued in D. It is also continuous in D, since we can write 

z 
, ( -ydx+xdy 

arg z = arg z0 1 J x~ + Y2 • (6.15) 
zo 

Thus the function given by (6.14) is a single-valued continuous 
branch of the many-valued function arg z in D. 

There is obviously an infinite number of such branches: 

(arg z)k = arg z0 + A., arg z + 2kn, k = 0, ±1, +2, ... , (6.16) 

i.e. the many-valued function arg z in D splits into single-valued 
continuous branches given by (6.16). This implies that a continuous 
branch of arg z in D is determined solely by the value of this function 
at a single point z0 ED. 

Example 3. Let D 0 be the entire complex plane with a cut along 
the ray (-oo, 0]. We put z0 = 1 and arg 1 = 0. Then 

arg z = 11 7 arg z, (6.17) 

where curve "Y starts at z0 = 1, ends at z, and lies in D 0 (Fig. 29). 
Obviously, the function given by (6.17) coincides with the function 
<r (z) considered in Sec. 6.1. In particular, we have 

arg x = 0 if x > 0, 
arg (iy) = n/2 if y > 0, 

arg (iy) = -n/2 if y < 0, etc. 0 

In Eq. (6.14) the point z0 can be a boundary point of D. 
E.cample 4. Let D 1 be the entire complex plane with a cut along 

the ray [0, +oo), z0 = 1 a point on the upper bank of the eut, and 
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arg z0 = arg 1 = 0. Then 

arg z = 11v arg z, (6.18) 

where curve y starts at z0 = 1, ends at z, and lies in D (Fig. 30) 
In particular, we have 

arg (iy) = n/2 

arg x = n 

arg (iy) = 3n/2 

(see Example 3). 

if y > 0, 

if X< 0, 

if y < 0, etc. 

Let us find the values of the function (6.18) on the upper and lower 

0 
-6 

Fig. 31 

banks of the cut. At x > 0 we have arg (x + iO) =lim arg (x + iy) = 
y-+0 

0; similarly arg (x - iO) = 2n. Hence, the function given by 
(6.18) cannot be "pasted" along the ray (0, + oo) in such a way that 
it remains constant. (The function (6.17) cannot either be pasted 
continuously along the ray (-oo, 0).) This, among other things. 
means that in the domain 0 < I z I < oo we cannot isolate a con­
tinuous branch of arg z. 0 
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Equation (6.14) shows that the function given by (6.14) is single­
-valued in D if and only if the variation of the argument, Ll., arg z, 
·does not depend on the choice of curve y, i.e. along any closed curve 
lying in D the variation of the argument is zero. In other wocds, 
.domain D must not contain simple closed curves with point z = 0 
in their interiors, i.e. we must ensure that there is no possibility of 
circling point z = 0 (the same holds for point z = oo). The entire 
·Complex plane with a cut along an unlimited curve that connects 
points z = 0 and z = oo is such a domain. In it and in any of its 
subdomaifts the many-valued fun~tion arg z can be separated into 
.single-valued continuous branches. 

Note that the function given by (6.17) varies between -Jt and Jt, 
namely, -n < arg z < Jt, z ED 0 , while the function given by 
(6.18) varies between 0 and 2n, namely, 0 < arg z < 2n, z E D 1 • 

But in the case of an arbitrary domain a continuous branch of arg z 
-can vary within any limits. 

Example .5. Let D 2 be the entire complex plane with a cut along 
the curve z = (1/n) e1t, 0 ~ t < oo. We put arg 5 = 2n. Then 

arg z = 2n + Ll.., arg z, 

where curve y starts at point z0 = 5, ends at z, and lies in D 2 (Fig. 31 ). 
In particular, calculating the values of the variation of the argument, 
we find: arg (-6) = 3n, arg 7 = 4n, arg (-4) = n, arg 3 =. 0, 
arg (-2) = -n, arg 1 = -2n, etc. 0 
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Regular Functions 

7 Differentiable Functions. The Cauchy-Riemann 
Equations 

7.1 The Derivative Let a (complex valued)lfunction f(z) be 
defined in a neighborhood of a point z0 • If the quotient {f (z 0 + ~z} -
j (z 0}ll ~z tends to a finite limit as ~z-+- 0, then we say that this 
limit is the derivative off (z) at point z0 and denote it by f' (z0) and 
call function f (z) differentiable at point z0 • Thus, 

f '( )--l· f(zo+~z)-f{zo) z0 -- 1m . 
· M-+0 ~z 

(7.1) 

A function is said to be differentiable in a domain if it is differenti­
able at every point of the domain. 

We put M = f (z0 + ~z) - f (z0). Then we can write Eq. (1) 
in the following form: 

lim ~~ = f' (z0 ). 
az-+ 0 z 

(7 .2) 

This means that for each positive e there exists a positive 6 = 6 (e) 
such that 

j ~~ - f' (z0) I < e 

when 0 < I ~z I < 6. From (7 .2) it follows that 

M = f' (z0) ~z + o (L1z) (~z-+- 0). 

Conversely, if the increment L1f of a function f (z) can be written as 

M = A L1z + o (~z), (7.3) 

with A a complex valued constant independent of ~z, then f (z) is 
differentiable at point z0 , and A = f' (z0). 

Thus, Eq. (7 .3) is both necessary and sufficient for f (z) to be 
differentiable at z0 • One result that follows from Eq. (7.3) is that 
a function differentiable at point z0 is continuous at this point. 

Example]. The function f (z) = zn (n ~ 1 is an integer) is differen­
tiable in the entire complex plane since 

l ' (z + ~z)n - zn 1. nzn-l~z + o (~z) n-i 
1m = 1m =nz 

Az-+0 ~z az-+0 ~z 
(7 .4) 
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Therefore, 
(7.5) 

From the definition of the derivative and the properties of limits 
it follows that the rules of differentiation of real valued functions of 
a real variable known from courses of mathematical analysis remain 
valid for functions of a complex variable. 

(1) If two functions, say f (z) and g (z), are differentiable at a 
point z, then their sum, product, and quotient (with a nonzero 
denominator) are also differentiable at this point, and 

(f + g)' = f' ± g', (cf)' = cf' (c = const). 

(fg)'=f'g+fg', (~)'=f'g-;/g'. (7.6) 

(2) If a function f (z) is differentiable at a point z and another 
function F (w) is differentiable at the point w = f (z), then the 
function <l> (z) = F [f (z)] is differentiable at point z, with 

<l>' (z) = F' (w) f' (z). (7. 7) 

Example 2. Formulas (7.5) and (7.6) imply that 
(a) the function f (z) = zm, with m a negative integer, is differen­

tiable in the entire complex plane except at point z = 0, and (zm)' 
mzm -1 ; in particular, 

(z-1) = ( + )' = - : 2 ; 

(b) the polynomial Pn (z) = a 0z" + a1zn-1 + ... + an-1Z +an 
is differentiable in the entire complex plane, and 

P~ (z) = na 0zn-1 + (n- 1) a1zn-2 + ... + 2an- 2Z + an-1 ; 

(c) the rational funetion R (z) =~ Pn (z)!Qm (z) has a derivative 
at all points where Om (z) =F 0, and the formula for R' (z) is the same 
as with real x's. D 

In the defmition of the derivative there is a requirement that the 
limit in (7.1) must not depend on the way in which ~z tends to zero. 
This imposes restrictions on differentiable functions of a complex 
variable much more stringent than in the case of differentiable 
functions of a real variable. In Sec. 12 we will prove that a function 
that is differentiable in a domain has derivatives of any order in 
this domain. 

In Sec. 4 we noted that continuity of a function of a complex 
variable, say f (z) = u (x, y) + iv (x, y), at a poirrt z = x + iy is 
equivalent to continuity of functions u and v at poi'nt (x, y). How­
ever, there is no similar statement for differentiability. Precisely, 
the condition that f (z) = u + iv is differentiab1e imposes additional 
conditions on the partial derivatives of u and v. 
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~7.2 The Cauchy-Riemann equations 
· Theorem 1 A function f (z) = u (x, y) + iv (x, y) is differentiable 
at a point z = x + iy if and only if 

(1) both u (x, y) and v (x, y) are differentiable at point (x, y); 
(2) at point (x, y) the partial derivatives of u and v satisfy the Cauchy­

Riemann equations 
au ov 
-ax- d!i' (7.8) 

For the derivative f' (z) the following formula is true: 

f' (z) =!.!!:.. _,;_ i!..!!.. = !.:!.__ i !.!':_. (7. 9) 
ax · ~x ay a11 

Proof. Necessity. Suppose f (z) is differentiable at point z. Then 
in view of Eq. (7.3) we have 

M = f' (z) ~z + e (p), (7.10) 

where e (p) = o (p) asp-+ 0. Here p =<=I ~z I = [(~x)2 + (~g)2 Jll 2 • 
Since e (p) is complex valued, we can write E (p) = E1 (p) + ie 2 (p), 
where 81 (p) and 8 2 (p) are real valued. Since e (p)/p-+ 0 as p-+ 0, 
we find that 8 1 (p)/p-+ 0 and 8 2 (p)/p-+ 0 asp-+ 0; whence 

E1 (p) = 0 (p), 82 (p) = 0 (p) (p-+ 0). (7.11) 

We introduce the notation M = ~u + i ~v and f' (z) =A + iB. 
Substituting this into Eq. (7.10), we obtain 

~u + i ~v = (A + iB) (~x + i ~y) + 81 + i8 2• (7.12) 

Collecting the real and imaginary parts on both sides, we obtain 

~u = A ~x- B ~y + 810 ~v = B ~x + A ~y + 8 2• (7.13) 

This proves that the functions u and v are differentiable at point 
(x, y). 

From Eqs. (7.13) we find that 

A=~ -B=!.::._ B=!:!_ A=~ 
h' ~' h' ~' 

from which the Cauchy-Riemann equations and Eq. (7.9) follow 
immediately since f' (z) = A + iB. 

Sufficiency. Let us assume that the functions u (x, y) and v (x, y) 
are differentiable at point (x, y) and conditions (7 .8) are met. Then 
Eqs. (7.13) hold, with 81 = o (p) and 8 2 = o (p). Multiplying the 
second equation in (7 .13) by i and adding the product to the first 
equation, we obtain 

~u + i ~v = A ~x - B ~y + i (B ~x + A ~y) + 8 1 + il!2 , 

or 
M = (A + iB) (Llx + i Lly) + e1 + ie 2 , 
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or 
t'lf = (A + iB) llz + e (p), 

where F (p) = o (p ). From this, in view of (7 .3), follows the differen­
tiability of f (z) at point z. The proof of the theorem is complete. 

Example 3. (a) The function ez = ex cosy + iex sin y is differenti­
able in the entire complex plane since 

au X av ax = e cosy= Ty ' 
au x· av 
-= -e SillY=--. ay ax 

Equation (7. 9) then yields 

( z) 1 au + . av X • X • • e = ax ~ ax = e cosy+ te sm y = e·' 

i.e. 
(eZ)' = ez. (7.14) 

(b) The functions sin z, cos z, sinh z, and cosh z are differentiable 
in the entire complex plane, and their derivatives are given by the 
following formulas: 

(sin z)' = cos z, 
(sinh z)' = cosh z, 

(cos z)' = -sin z, 
(cosh z)' = sinh z. 

(7.15) 

(7.16) 

(c) Let us consider the function Z2 = x2 - y2 - i2xy. We have 
iJu/ox = 2x, au/oy = -2y, ov/iJx = -2y, and ov/oy = -2x. Con­
ditions (7.8) are met only at point x = y = 0. This means that Z2 
is differentiable only at point z = 0. C 

We write z = rei!P. Then f (z) = u (r, cp)· + iv (r, cp), and the 
Cauchy-Riemann equations in polar coordinates are 

av 1 au 
a;:=--,:- ijip· (7 .17) 

Hence, 

!' ( ) _ r (·au + . av ) _ 1 ( av .. au ) Z--- ~- -- --~-z ar ar z acp acp . (7 .18) 

Example 4. Let D be the complex z plane with a cut along the 
positive real semiaxis. 

(a) The function V:Z = Vreicp/2, where z = rei!P, 0 < cp < 2:rt, 
satisfies conditions (7 .17), which means that V:Z is differentialile 
in D. Equations (7.18) yield (VZ.)' = (2 Vreicp/2)-1, i.e 

V-, 1 
( z) = 2 y; • (7 .19) 

(b) The fnction lon z = ln r + icp (.z -= rei!P, 0 < cp < 2:rr) satis11es 
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conditions (7 .17), and 

(ln z)' = - 1 . D z (7. 20)' 

7.3 Conjugate harmonic functions Suppose a complex valued 
function j (z) = u + iv is differentiable in a domain D and, in 
addition, let the functions u and v have continuous partial deriva­
tives up to second order inclusive. Then, if we differentiate the first 
equation in (7.8) with respect to x and the second with respect toy,. 
we obtain 

iJ2u a2v iJ2u iJ2v 
iJx2 ax ay ' ay2 = - ay ax • 

Adding these equations and bearing in mind that the mixed deriva­
tives l'!re equal because of their continuity, we obtain 

(7.21). 

Similarly we obtain 
iJ2v a2v 
ax2 + ay2 = 0. 

A real valued function of two real variables that in a domain has; 
second-order continuous partial derivatives and satisfies Eq. (7.21), 
is said to'be harmonic in this domain, while Eq. (7.21) is known as. 
Laplace differential . equation. 

Earlier we noted that a function that is differentiable in a domain 
has, in the same domain, derivatives of all orders. Hence, the function 
possesses continuous partial derivatives of any finite order. For this 
reason the real and imaginary parts of a function j (z) = u + iv· 
that is differentiable in a domain are harmonic in this domain. 

A pair of harmonic functions u (x, y) and v (x, y) related through 
the Cauchy-Riemann equations is said to be conjugate harmonic. 
Thus, the real and imaginary parts of a function that is differenti­
able in a certain domain constitute in this domain a pair of conjugate 
harmonic functions. 

Conversely, if a pair of conjugate harmonic functions u ~. y) and 
v (x, y) are given in a domain D, then, in view of Theorem 1, the 
function j (z) = u + iv is differentiable in D. We haye thus arrived 
at the following 

Theorem 2 A junction j (z) = u + iv is differentiable in a domain 
D if and only if the junctions u (x, y) and v (x, y) constitute a pair oj 
conjugate harmonic junctions in the same domain. 

If in a simply connected domain we know one of the functions,. 
u o-r v, the other can be found. 

Theorem 3 For each function u (x, y) that is harmonic in a simply 
connected domain D there can be found the conjugate harmonic junction,_ 
which is defined to within an arbitrary constant term. 
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Proof. Since by hypothesis u (x, y) is a harmonic function in a 
simply connected domain D, we have 

a 1 au ) a ( au ) 
Tv\-8Y =ax -ax' 

which means that -(ou/oy) dx + (ou/ox) dy is the total differential 
of a single-valued function v (x, y) defined to within an arbitrary 
constant term C through the following formula (see Sec. 6.2): 

(x, l/) 

11 (x, y) = \ 
,) 

(xo, !lo) 

au au 
-- dx+-dv+C ov ox • (7.22) 

where (x 0 , y 0) ED and (x, y) ED (the value of the integral in (7.22) 
does not depend on the curve that connects points (x 0 , y 0 ) and (x, y) 
hut solely on point (x, y) if point (x 0 , !/o) is fixed). 

Formula (7 .22) yields 
011 i'Ju 011 tJu 
a a: -Tv ' Tu ax , 

which implies that v (x, y) is a harmonic function in D and conjugate 
to u (x, y), i.e. u and v constitute a pair of conjugate harmonic 
functions. 

Theorems 2 and 3 imply that if a harmonic function u (x, y) 'is 
defined in a simply connected domain D, then we can find, to within 
a constant term, a function j (z) = u + iv that is differentiable in 
D. In other words, we can reconstruct a differentiable function from 
its real or imaginal'y part in a simply connected domain. If D is 
multiply connected, then the function v defined via (7 .22) ai well 
as the function f (z) = u + iv may prove to be not single-valued. 

Note that in reconstructing the function v (x, y) from the function 
u (x, y) (or vice versa) it often proves more convenient to use the 
Cauchy-Riemann equations directly instead of formula (7 .22) (see 
the example below). 

Example .5. Find the differentiable function j (z) if 

Ref (z) =- u (x, y) == y3 - 3x2y. 

The function u = y3 - 3x1g is harmonic in the entire complex 
plane. We have 

fJv au 
7ijj = ""FX = - 6xy, 

whence 
v == -3xy1 + g (x). (7.23) 

This yields 

:; =- 3ya+ g' (x). (7 .24) 
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On the other hand, in view of (7.8) we have 

au au 3 2 3 2 -=--=-y+x·. ax oy (7.25) 

If we now compare (7.24) with (7.25), we will see that g' (x) = 3x2 , 

whence g (x) = x3 + C, where C is a real constant. Equation (7.23) 
then yields v = -3xy2 + x3 + C. The sought-for function is 

f (z) = u + iv = y3 - 3x2y + i (x3 - 3xy2) + iC = i (z3 + C), 

and this function is differentiable in the entire complex plane. 0 
7.4 The concept of a regular function We will now introduce 

a concept basic to the theory of functions of a complex variable, the 
concept of a regular function. 

Definition 1. Let us assume that we are dealing with a function 
f (z) that is defined in a neighborhood of the point z = a (a =1= oo) 
and can be expanded in a power series 

00 

f (z)- ~ Cn (z- at (7. 26) 
n=O 

that is convergent in the neighborhood of point z = a (i.e. in the 
circle I z- a I< p, with p positive). Then f (z) is said to be regula 
at point z = a. 

A function is said to be regular in a domain if it is regular at 
every point of this domain. ' 

Theorem 4 If a function f (z) is regular at a point z = a, then 
it is differentiable at this point. 

Proof. By hypothesis, the power series in (7 .26) is convergent in 
a neighborhood of point a, which implies that f (a) = c0 • We con­
sider the quotient 

00 

f(z)-f(a)= f(z)-co = ~ cn(z-at-t. 
z-a z-a LJ (7.27) 

n=l 

Since the series in (7 .27) is uniformly convergent in the circle 
I z- a I ~ p1 < p, its sum is continuous in this circle, and in the 
right-hand side of (7 .27) we can pass to the limit term-by-term (a ful­
ler exposition of the theory of power series will be given in Sec. 11) 
as z-+ a, with the limit being equal to c1 . Therefore, the left-hand 
side tends to a limit, too, as z-+ a, i.e. we have f' (z) = c1• 

Remark 1. In Sec. 12 we will show that a function that is differen­
tiable in a domain is regular in the same domain. 

00 

Example 6. The function 1 
1 z = ~ zn is regular at point 

n.=O 

z = 0 (the series is convergent in the circle I z I< 1). D 
i-01641 
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Definition 2. Let a function f (z) be defined in a neighborhood of 
a point at infinity and suppose we can expand it in a power series 

00 

" en f(z)= LJ ?'' (7 .28) 
n=O 

that is convergent in a neighborhood of point z = oo (i.e. in a domain 
I z I > R). Then f (z) is said to be regular at the point at infinity. 

Remark 2. Definition 2 implies that a function f (z) is regular at 
point z = oo if and only if the function g ({;) = f (11{;) is regular 
at point {; = 0. 

Example 7. The function f (z) = zl(z- 1) is regular at point 
z = oo since the function g ({;) = f (11{;) = 1/(1 - {;) is regular 
at point {; = 0. D 

8 The Geometric Interpretation of the Derivative 
8.1 The concept of univalence In Sec. 4 we introduced the con­

cept of a function of one complex variable. This concept can be 
given the following geometric interpretation. 

Suppose we have defined a function w = f (z) on a set E in the 

w=j(z) 

Fig. 32 

complex z plane. We denote by E' the set (range) of the function's 
values in the complex w plane (see Fig. 32). We have thus defined 
a mapping of set E onto set E'. Point w E E' is called an image 
of point z E E and point z the preimaRP. of point w in the mapping 
w = f (z). 

It may happen that some points of E' have not one but several 
preimages, i.e. the mapping w = f (z) may be not a one-to-one map­
ping. If the mapping w = f (z) is one-to-one, the function f (z) is 
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said to be univalent. Here is a more detailed definition of univalence. 
Definition 1. The function w = I (z) is said to be univalent on a set 

E if at different points of E it assumes different values. 
The mapping w = I (z) performed by a univalent function is one 

to-one and is called a univalent mapping. 
Obviously, a function w = I (z) is univalent on a set E if for any 

two points z1 and z2 of this set the fact that I (z1) = I (z2) is true if 

Fig. 33 

and only if z1 = z2• In other words, the function w = I (z) is uni­
valent on a set E if this set does not have a single pair of points z1 

and z2 such that I (z1) = I (zz). 
The definition of univalence implies that if a function is univalent 

on a set E and if E 1 c E, this function is univalent on E 1 , too. 
The result of several univalent mappings performed in a sequence 

is a univalent mapping, i.e. if a function s = I (z) is univalent on 
a set E (E ~ E 1) and another function w = g ( s) is univalent on 
E1 (E1 ~ E 2), the function w = g [I (z)] is also univalent on E 
(E ~ E 2) (see Fig. 33). 

If the mapping w = I (z): E ~ E' is univalent, each point w E E' 
has corresponding to it one and only one point z E E such that 
f (z) = w. This is also a definition onE' of a function z = h (w) that 
is the inverse of I (z). Obviously, we can write 

I [h (w}J== w, wEE'; h [I (z)l== z, z E E. 

A function w = I (z) defined on a set E and mapping E on E' is 
univalent on E if and only if the inverse function z = h (w) is single­
valued on E'. 

8.2 Examples of univalent mappings 
Example 1. The linear function 

w = I (z) = az + b, (8.1) 
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where a and b are complex valued constants (a =f=. 0), is univalent 
in the entire complex plane since the inverse function 

1 b z=h (w) =-w-- (8.2) 
a a 

is single-valued. 
The function given by (8.1) maps the extended complex z plane 

onto the extended complex w plane in a one-to-one manner. The 

0 

Fig. 34 

point z = oo in the process of this mapping is rn apped into point 
w = oo, while the relationship between the finite points in the 
complex z and w planes is given by formulas (8.1) and (8.2). 

Let us study the case where b = 0. Then 

w = az, (8.3) 
whence 

I w I = I a I I z I, arg w = arg a + arg z. (8.4) 

Equations (8.4) imply that the mapping (8.3) corresponds to a 
stretching or contraction of the entire complex z plane by a factor 
I a 1. with the center of similitude at the origin of coordinates, 
together with a rotation of the plane as a whole about point z = 0 
through the angle a = arg a. Under the mapping (8.3) the ray arg z = 
~ is mapped into the ray arg w = cp + a and the circle I z I = r 
into the circle I w I = I a I r (see Fig. 34). Under such a mapping the 
circle I z I < R is mapped into the circle I w 1 < 1 a I R. 
~If I a 1 = 1, i.e. a = eia, the mapping (8.3) corresponds to a 
rotation of the entire complex z plane through the angle a. For 
instance, the mapping w = iz is the rotation through the angle n/2, 
while the mapping w = -z is the rotation through the angle n. 

The mapping (8.1) is a combination of the following mappings: 

~ = I a I z, 't = ~ei arg a' W = 't + b • 
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Hence, the mapping w = az + b corresponds to the following se­
quence of mappings: 

(a) stretching or contraction by a factor I a I of the complex z 
plane (with the center of similitude at point z = 0); 

(b) rotation of the entire complex ~ plane through the angle 
a = arg a about point ~ = 0; 

(c) translation of the complex -r plane through the displacement 
vector b. 0 

Example 2. The function 
1 

W=­
z (8.5) 

maps in a one-to-one manner the extended complex z plane onto the 
extended complex w plane (the inverse function z = 1/w is single-

-P 
/ 

Fig. 35 

valued). Point w = oo corresponds to point z = 0, while point 
w = 0 corresponds to point z = oo. The ray arg z = cp is mapped by 
(8.5) into the ray arg w = -cp, the circle I z I = r into the circle 
I w 1 = 1/r, and the circle I z I > R onto the domain I w I > 1/R. 0 

Example 3. Let us consider the function 

w = z2• (8.6) 

If z: = z;, then either Zt = z2 or 

Zt = -z2. (8.7) 

Two points related through (8.7) are symmetric with respect to the 
origin of coordinates. Hence, the function w = z2 is univalent in 
a domain D if and only if this domain has not a single pair of points 
symmetric with respect to point z = 0. For instance, the function 
(8.6) is univalent in the upper half-plane Im z > 0. 

Let us take the ray arg z =a, with 0 <a < rc, which lies in 
the upper half-plane (Fig. 35). The mapping (8.6) maps this ray 
into the ray arg w = 2a. We rotate tho ray arg z =a by conti­
nuously increasing a from 0 to rc. Then the ray arg w = 2a, which is 
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the image of arg z = a, will rotate counterclockwise. If the ray in 
the z plane rotates through the upper half-plane, its image will rotate 
through the entire complex w plane. In the process the rays arg z = 0 
and arg z = n, which constitute the boundary of the domain Im z > 
0, will be mapped into the~ rays arg w = 0 and arg w = 2n, 

0'$/////ffi"(-#&/(///$#//ft//2._ 

- arg z n+ 0 arg z,21t-r'l 

Fig. 36 

respectively. Geometrically these last two rays coincide with the 
positive real semiaxis in the complex w plane. To ensure that the 
mapping (8.6) is one-to-one not only inside the domain Im z > 0 
but on its boundary as well, we will cut the complex w plane along 
the positive real semiaxis and assume the ray arg z = 0 (i.e._ the 
positive real semiaxis in the complex z plane) is mapped onto the 
upper bank of the cut, while the ray arg z = n is mapped onto 'the 
lower bank. 

Thus, the function w = z2 is univalent in the upper half-plane and 
maps this domain onto the complex w plane with a cut along the 
positive real semiaxis (Fig. 35). We note that the function w = z2 

maps the semicircle z = peia, 0 ~a~ n, into the "open" circle 
I w J = p2 (points w1 = p2 and w2 = p2e2ni, which are the images 
of the points z1 = p and z2 = pein = -p, coincide hut lie on differ­
ent banks of the above-mentioned cut). 

The function w = z2 is also univalent in the lower half-plane and 
maps the domain Im z < 0 onto the complex w plane with a cut 
along the positive real semiaxis {Fig. 36). Under this mapping the 
rays arg z = nand arg z = 2n, which constitute the boundary of the 
domain Im z < 0, transform into the upper and lower banks of the 
cut, respectively. Indeed, the ray arg z = n + l5 (with l5 a small 
positive quantity), which is adjacent to the ray arg z = n, is mapped 
into the ray arg w = 2n + 2{), which lies above the upper bank 
of the cut. Similarly, the ray arg z = 2n - l5 is mapped into the 
ray arg w = 4n - 2{), which lies below the lower bank. 

Note that the function w = z2 maps the right half-plane, Re z > 0, 
and left half-plane, Re z < 0, into the complex w plane with a cut 
along the negative real semiaxis (Fig. 37). 0 

Example 4. Let us take the mapping 

(8.8) 
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We wish to find the condition that a domain D must satisfy so that 
thiS mapping iS Univalent (in thiS domain). If ezl = ez2, i.e. ezl-Z2 = 
1, then (see Sec. 4.6) 

z1 - z2 = 2kni (k = 0, +1, ±2, ... ). (8.9) 

Hence, the mapping (8.8) is univalent if and only if the domain D 
it maps has not a single pair of different points satisfying condition 
(8.9). For instance, the mapping 
w = ez is univalent in the hori­
zontal strip a < Im z < b, 0 < 
b- a::::;;; 2n. 

Let us take the strip D 1: 

0 < Im z < 2n (Fig. 38). The 
function.(8.8) maps the straight 
line z = x + iC, with C fixed 
and lying between zero and 2n 
and - oo < x < + oo, a line 
parallel to the real axis and 
lying within the strip D 1, into 
the straight line w = ex+iC = 
exeic, i.e. into the ray 
arg w =C. We will move the 
straight line z = x + iC paral­
lel to the real axis and conti­

I·~ 
::Z:??i:z:pzi:z:??i:z:? z:zaz:zaz:zzzza::z:.z z::;::zz:zn:oa > 

0 

Fig. 37 

nuously increase C from 0 ito 2n. Then the ray arg w = C, which is 
the image of the straight line z = x + iC, rotates counterclockwise 
and describes the entire complex w plane. The straight lines z = x 

0 w=e.z 0 ~ 

2rri 
/. /// 

eCt 
DI iC 

% 
0 

Fig. 38 

(-oo < x < oo) and z = x + i2n, which constitute the boundary 
of the strip D 1, will be mapped onto the rays arg w = 0 and arg w = 
2n, respectively. 

Thus, the function w = ez, which is univalent within the strip 
0 < Im z < 2n, maps the strip onto the complex w plane with a 
cut along the ray [0, +oo) in such a way that the lower edge of the 
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strip is mapped into the upper bank of the cut, while the upper edge 
of the strip is mapped into the lower bank. 

Note that the function (8.8) maps the segment z = C1 + iy 
(C1 fixed and 0 ~ y ~ 2n) lying in D 1 parallel to the imaginary axis 
into the "open" circle w = eC1eiY (0 ~ y ~ 2n) with radius eCt 

(point w1 = eC1 on the upper bank of the cut corresponds to point 

t 
y 

w=j(z) 

0 0 

Fig. 39 

z1 = C 1, while the point w2 = ecle2ni, which geometrically coin­
cides with point w1 and lies on the lower bank, corresponds to point 
z2 = c1 + 2ni). 

By reasoning along similar lines we can show that the strip D 2: 

2n < Im z < 4n is mapped by the function w = ez onto the complex 
w plane with a cut along the ray [0, +oo) in such a way that the lower 
edge of the strip D 2 is mapped into the upper bank of the cut and the 
upper edge into the lower bank. Similarly, it can be found that the 
function w = ez is univalent in each strip Dk: 2 (k - 1) n < 
Im z < 2kn (with k an integer) and maps each strip onto the 
complex w plane with a cut along the ray [0, +oo). D 

8.3 The concept of conformal mapping 
(1) Preservation of angles between curves. Let a function w = f (z) 

be differentiable in a neighborhood of a point z0 and suppose that 
f' (z0 ) =I= 0. Take a smooth curve y: z = a (t), a~ t ~ ~ (Fig. 39) 
passing through the point Zo = a (to), to E (a, ~). Suppose that a 
is the angle between the tangent to curve y at point z0 and the positive 
dir ction on the real axis (the tangent is assumed to be directed in 
the same direction as the curve). Then e = arg a' (tf}). 

Now suppose that y' is the image of y created by the mapping 
w = f (z), .e. y': w = w (t) = f [a (t)J, a~ t ~ ~. and w0 is the 
image of z0 , i.e. w0 = f [a (t0}l = f (z0). According to the rule of 
differentiation of a composite function, 

w~ (t0) = f' (z0) a' (t0). (8.10) 
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Since by hypothesis j' (z0) =I= 0 and a' (t0) =I= 0 (see Sec. 3), we­
conclude that w' (t0) =I= 0, i.e. curve y' has a tangent at point w0 • 

Suppose that arg w' (t0) = 9'. Then (8.10) yields 

9' = arg w' {t0) = arg f' (z0) + arg a' (t0 ), 

i.e. 
9' = 9 + arg j' (zo). (8.11)· 

The quantity a: = 9' - 9 is called the angle of rotation of curve y 
at point z0 under the mapping w =I (z). From (8.11) it follows that 
if j' (z0) =I= 0, the angle of rotation at point z0 does not depend on the 
type of curve and is equal to arg f' (z0), i.e. all curves passing through 
point z0 are rotated under the mapping w = f (z) (f' (z0) =I= 0) through 
the same angle, equal to the argument of the derivative at point z0 • 

Thus, the mapping w = I (z), where I (z) is a function that is 
differentiable in a neighborhood of point z0 and whose derivative 
at this point is not zero, preserves the angles between curves that 
pass through point z0 not only in magnitude but also in. sense 
(Fig. 40). 

Example 5. Find the angle of rotation a: under the mapping­
w = f (z) at point z0 • 

(a) I (z) = z-_:o , with Im z0 =Yo> 0. Then 
z-z0 

f' (z) = (:0~7.:;2 ' f' (zo) = 2i I~ z0 i 
- 2yo ' 

a:=arg f' (z0) =- ~. 

(b) f (z) = z-z~ , with I z0 I< 1. Then 
1-zz0 

! ' (z) = 1- z~z0 f' ( ) 1 > 0 
' Zo = 1- I •o 12 • (1-zz0 ) 2 • 

a:= arg f' (z0) = 0. 0 

(2) Constancy of stretching. Let a function w = f (z) he differentiable 
in a neighborhood of a point z0 and suppose f' (z0) =1= 0. We consider 
a point z on curve y lying close to point z0 (Fig. 41). We introduce· 
the notation Az = z - z0 and Aw = I (z) - I (z0) = w - w0 • The· 
definition of the derivative yields 

t::..w 
L\Z = f' (z0) + 8 (Az), where 8 (Az)-+- 0 as Az-+- 0, 

whence 

lim / ~w I= I f' (zo) I , 
tl.z-+0 Z 
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I dw I = I !' (z0) I I dz I + o (I dz D, (8.12) 

Suppose that I z - z0 I = I dz I = p, with p small. Then from 
·(8.12) we find that the circle I z- z0 I = p is mapped under the 

0 w=f(z) 

Fig. 40 

.mapping w = f (z) into a curve that differs little from the circle 

I w - Wo I = P If~ (zo) 1. 
In other words, the function w = f (z) stretches the circle I dz I < p, 

0 

7~y --r u~ w=f(z) 

0 

Fig. 41 

·to within infinitesimals of an order higher than dz, by a factor 
f f' (zo) 1. 

The quantity lim ~w = k is called the linear stretching of curve 
~z- 0 uz 

·y at point z0 under the mapping w =I (z). Hence, the linear stretch­
:ing at point z0 does not depend on the type of curve or its orienta­
•tion and is equal to If' (z0) 1. 
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(3) The definition of conformal mapping. Suppose a function f (z) 
is defined in a neighborhood of a point z0 • 

Definition 2. The mapping w = f (z) is said to be conformal at point 
z0 if it preserves the angle between any two curves passing through 
this point and if the linear stretching at this point is constant. 

The above results indicate that if f (z) is differentiable in a neigh­
borhood of point z0 (is regular at point z0) and f' (z0) =fo 0, the map­
ping w = f (z) is conformal at point z0 • 

Remark 1. The condition that the derivative of f (z) at z0 be non­
zero means that the Jacobian of the mapping w = f (z) at point z0 
is nonzero, too. Indeed, the mapping w = f (z) = u + iv is equiva­
lent to the mapping 

u = u (x, y), v = v (x, y). (8.13) 

The Jacobian of (8.13) is 

ov av 
axay 

Employing the Cauchy-Riemann equation (7 .8), 

J = ( :: ) 2 + ( :~ ) 2 • 

Since f' (z) = (au/ax) + i (av/ax), we find that 

J = I t' (z) 12• 

Thus, J (z0) =fo 0 if f' (z0) =fo 0. 

we obtain 

(8.14) 

Definition 3. Let a function f (z) be univalent in a domain D 
and let the mapping w = f (z) be conformal at each point of D. 
Then we simply say that the mapping w = f (z) is conformal. 

Definitions 1 and 2 together with the properties of the derivatives 
imply that if a function f (z) (i) is differentiable in a domain D, 
(ii) is univalent in D, and (iii) has a nonzero derivative in D, then 
the mapping w = f (z) is conformal. 

Note that condition (iii) follows from conditions (i) and (ii) (see 
Sec. 31). 

Examples of conformal mappings were given in Sec. 8.2. The 
linear mapping w = az + b (a =fo 0) is conformal in the entire 
complex plane. The function w = z2 performs a conformal mapping 
of the upper half-plane Im z > 0 onto the complex plane with a cut 
along the ray [0, +oo). Finally, the mapping w = ez is conformal 
in the strip 0 < Im z < 2rc. 

We will study conformal mappings in greater detail in Chap. IV. 
Remark 2. If a function f (z) is regular at a point z0 but f' (z0) = 0, 

the mapping w = f (z) is not conformal at z0 • Let us clarify this 
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point using the function f (z) = z2 as an example. At point z0 = 0 
the derivative of z2 vanishes (f~ (z) = 2z). Take two rays that start 
at point z = 0, say arg z = a and arg z = ~· The function w = z2 

maps these rays into two rays, arg w = 2a and arg w = 2~. The 
initial rays form an angle of~ - a, while their images form an angle 
of 2 (~ - a). We see that at point z = 0 all angles are doubled, i.e. 
the mapping w = z2 at point z = 0 is not conformal. 

(4) The area of the image of a domain and the length of the image 
of a curve. Suppose we are dealing with a function w = f (z) that 
conformally maps a domain D onto another domain D '. Then the 
Jacobian of this mapping is J = I f' (z) 12 and the area of D' is 

S (D')= ~ ) du dv = ) ~ I J I dx dy = ) ~ If' (z) 12 dx dy. 
D' D D 

Suppose y is a curve lying in D andy' is its image under the mapping 
w = f (z). Then the length of y' is 

l (y') = ) I dw I = ) I f' (z) I I dz I· 
y• y 

Remark 3. Here is the geometric interpretation of (8.14). As shown 
in courses of mathematical analysis, the value of I J I, where J is 
the Jacobian of the mapping (8.13), is the coefficient of stretching 
of areas under mapping (8.13), i.e. the mapping w = f (z) = u + iv. 
As shown earlier, the linear stretching under the mapping w = f (z) 
does not depend on direction and is equal to If' (z0) J. Hence, the 
coefficient of stretching of areas is I f' (z0) 12 • 

9 Cauchy's Integral Theorem 
In this section we will prove Cauchy's integral theorem, which is one 
of the most important results of the theory of functions of a complex 
variable. 

9.1 Cauchy's integral theorem for the case of a continuous 
derivative 

Theorem 1 Suppose that a function f (z) is differentiable in a simply 
connected domain D and its derivative is continuous in D. Then the ualue 
of the integral of f (z) along each closed curve y lying inside D is zero: 

Proof. 

where 

i f (z) dz = 0. (9.1) 
y 

If f (z) = u (x, y) + iv (x, y), then Eq. (5.3) yields 

) f (z) dz = J 1 + iJ2 , 

v 
J 1 =) udx-vdy, J 2 =) vdx+udy. 

y y 
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Since f (z) has a continuous derivative in D, the first-order partial 
derivatives of the unctions u and v are continuous in D and the 
Cauehy-Riemann equations are satisfied, i.e. 

au iJv iJu iJv 
Tx-ay, 7iY -Tx· (9.2) 

In view of the theorem of Sec. 6.2 we see that Eqs. (9.2) yield 

1 1 = 1 2 = 0. Thus, J f (z) dz = 1 1 + iJ2 = 0. 
1' 

9.2 Cauchy's integral theorem (the general case) Theorem 2 
(Cauchy's integral theorem) Let a function f (z) be differentiable in 
a simply connected domain D. Then the value of the integral off (z) along 
every closed curve y lying in D is zero: 

) f (z) dz = 0. (9.3) 
1' 

Proof. We will give the proof of Cauchy's integral theorem pro­
posed by E.J .B. Goursat. 

(1) We start by examining the case where the closed curve y is 
the contour of a triangle lying in D.jWe will give a reduction ad 
absurdum proof. Suppose the theorem does not hold. Then there 
exists a triangle (the contour of this triangle and the triangle proper 
is denoted by Ll) such that 

~~ f(z)dzj=a>O. (9.4) 
{!,. 

By connecting the midpoints 
of the sides of Ll by straight 
lines (Fig. 42) we partition Ll 
into four triangles Ll< 11> (k = 1, 
2, 3, 4). Then we note that 

4 

~ .\ f (z) dz = ~ I (z) dv. (9.5) 
k=i [!,.(k) {!,. ---- --

Fig. 42 

Indeed, the left-hand side of (9.5) is the sum of the integral along 
the contour of Ll and the integrals are taken two times (in opposite 
directions) along each side of Ll<4> (these latter integrals cancel out). 

Equations (9.4) and (9.5) imply that at least for one of the integrals 
on the left-hand side of (9.5) (the corresponding triangle is denoted 
by Ll1) the following estimate is true: 

j ) I (z) dz j ~ ~ , (9.6) 
{!,., 
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since otherwise 
4 

a=J J l(z)dzJ:;:;;; ~I .\' l(z)dzl<4 ~=a, 
A k= 1 A(k) 

i.e. a < a, which is impossible. 
Next, partitioning the triangle L\1 in the above-mentioned manner 

into four triangles and following the same line of reasoning, we 
arrive at a triangle L\ 2 such that 

I ~ I (z) dz J ~ ~ . 

A. 

Continuing this process, we obtain a sequence of triangles { L\n} 
such that each L\n contains L\n+t (n = 1, 2, ... ) and 

J n =I J I (z) dz / ~ :n . (9. 7) 
An 

This gives the lower estimate for J n· Let us find the upper estimate. 
Suppose that P is the perimeter of the initial triangle. Then the peri­
meter Pn of L\n will be P/2n; hence, Pn-+ 0 as n-+ oo. Thus the 
sequence of triangles { L\n} forms a nest: each triangle L\n contains 
all the subsequent triangles dn+t• L\n+2 , ••• , and the perimeter of 
L\n tends to zero as n-+ oo. From this it follows that there is only 
one point z0 lying in the interior or on the boundary of L\ and belon­
ging to all the triangles L\ 1, L\2 , •••• By hypothesis, z0 belongs to D. 
Since the function I (z) is differentiable at point z0 , we find that 

I (z) = I (z0) + t; (z - z0) + o (z - z0), 

whence 

~ f (z) dz = f (z0) J dz + f' (z0) ~ z dz 
An 6n 6n 

-z0/'(z0) ~ dz+ ~ o(z-z0)dz. (9.8) 
An An 

Since J dz = 0 and J z dz = 0 (see Examples 1 and 2 in Sec. 5), 
An An 

from (9.8) we obtain 

J f (z) dz = J o (z-z0) dz. (9.9) 
6n An 

The definition of o (z - z0) implies that for every positive e there is 
a positive 6 = 6 (e) such that for all z: 1 z - z0 1 < 6 we have 

I o (z - z0) I < e I z - z0 1. (9.10) 
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We select n so large that ~n would lie in the circle I z - z0 I < (). 
Then from Eqs. (9.9) and (9.10) we have 

J n = I ) f ( z) dz I ::s;:; 8 J I z - z0 I I dz I < 8P n J I dz I = eP~ = e :: , 
~n ~n ~n 

i.e. 
p2 

Jn < 8 t;n· (9.11)• 

Comparing (9.7) and (9.11), we obtain a/4n < 8P2/4n, i.e. a< eP2 , 

which at a > 0 is impossible since we can select the positive 8 as 
small as desired. Hence a = 0, i.e. Eq. (9.3) holds for all triangles 
that lie inside D. 

(2) Now suppose that y is an arbitrary polygon lying in D. 
If the polygon is convex, it can be partitioned into triangles via 

diagonals that start at a single vertex. If we write J = ) f (z) dz as 
'V 

a sum of integrals along the boundaries of the triangles into which 
the polygon is partitioned, we find that J = 0. 

Next, since an arbitrary polygon can always be partitioned into a 
finite number of convex polygons, we can always write 

J f (z) dz = 0. 
'V 

(3) Finally, suppose y is an arbitrary closed curve in D. By Lemma 2: 

of Sec. 5 we can always approximate J f (z) dz as accurately as desired 
'V 

by an integral along a closed broken line lying in D, i.e. for every 
positive 8 there is a closed broken line such that 

1.\ f(z)dz- J f(z)dzj<e. 
'V L 

As proved earlier, J I (z) dz = 0, and, hence, the above inequality 
L 

takes the form I ) I (z) dz I< 8, which in view of the arbitrariness 
'V 

of e > 0 implies that J I (z) dz = 0. 
'V 

9.3 Corollaries and remarks related to Cauchy's integral theorem 
Remark 1. The function I (z) = 1/z is differentiable in the annulus 

0 < I z 1 < 2, but J ~z =I= 0 (see Example 3 in Sec. 5). This­
lzl=1 

example shows that the condition that the domain in Cauchy's­
integral theorem be simply connected is important. 
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Corollary 1 If a function f (z) is differentiable in a simply con­
.nected domain D, the value of the integral of f (z) does not depend on 
the path of integration. Precisely, if two curves, y and y1 , lie in D 
Bnd have a common beginning and a common end, then 

J f (z) dz = J f (z) dz. 
v ,. 

Thus, curve y can be de­
formed inside D (not involv­
ing its beginning and end) 
and yet the integral re­
mains the same. 

Employing the corollary 
of Sec. 6.2, we arrive at a 
theorem that is also called 
Cauchy's integral theorem: 

Theorem 3 If a function 
I (z) is differentiable in a 
domain D and curves y1 and 
y 2 are homotopic in D, 

Fig. 43 J f (z) dz = i f (z) dz. 

The domain D may be multiply connected. 
Cauchy's integral theorem also holds for the case where y is the 

boundary of D. Here is the appropriate theorem: 
Theorem 4 Suppose D is a bounded, simply connected domain with 

a piecewise smooth boundary rand let f (z) be a function that is differenti­
able in D and is continuous up to the boundary of D. Then 

J f(z) dz = 0. 
r 

The proof of Theorem 4 follows from Theorem 2 and Lemma 3 of 
Sec. 5. 

Theorem 4 is valid for multiply connected domains, too. 
Corollary 2 Suppose the boundary r of a multiply connected domain 

D consists of a closed piecewise smooth curve f 0 and closed piecewise 
smooth curves r 1' r 2, ••• , r n that lie inside r 0 and are pairwise non­
concurrent, and suppose that f (z) is differentiable in D up to the bound­
ary of D. Then 

n 

) f(z)dz+ ~ J f(z)dz=O. (9.12) 
r, k=1 r 11 

The curves r o• r I, • • • ' r n are oriented in such a way that in traversing 
each of them we find that D remains to the left. 
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Proof. We connect the curve f 0 with f 1, f 2 , ••• , rn by cuts 

y1, y2 , ••• , Yn (Fig. 43) in such a way that the resulting domain jj 

is simply connected. The boundary f of i5 consists of curves f 0 , f 1 , ••• 

. . . , fn and cuts y1, i'z• ... , Yn· By Theorem 4, i I (z) dz = 0. Taking 
r 

into account the fact that integration along each cut y,. (k = 1, 2, ... 
. . . , n) is performed two times (in opposite directions) and, hence, 

) f (z) dz = 0, we arrive at formula (9.12). 

Ylt 
Note a particular case of Corollary 2. Let f (z) he differentiable 

in D, which may be multiply connected, and let y and y1 he two 
simple closed curves with 
one lying inside the other and 
constituting the boundary of 
a domain D 1 c D (Fig. 44). 
Then 

) f (z) dz = ~ f (z) dz, 
'I' 'I'• 

(9.13) 

where the traversal of curves 
y and y 1 is performed in one Fig. 44 
direction. The above formula 
implies that deformation of a closed contour in a domain where 

f (z) is differer.~.tiable does not influence the value of ) f (z) dz. 
'I' 

9.4 The integral and the primitive Suppose that a function 
I (z) is defined in a domain D and another function F (z) is differenti­
able in D. If F' (z) = f (z) for all z E D, the function F (z) is said to 
he a primitive of f (z) in D. 

Theorem 5 If a function I (z) is differentiable in a simply connected 
dnmain D, it has a primitive in the same domain. 

Proof. Consider the function 

z 

F (zl = ) t (~) d~, (9.14) 
Zl 

where the integral is evaluated along any curve lying in D. Since 
the value of this integral does not depend on the path of integration 
(Corollary 1), F (z) is single-valued in D. We wish to show that 

i-11&41 



82 Regular Functions · 

F (z) is a primitive off (z), i.e 
z 

F' (z) = ( J f (~) d~ )' = f (z). 
zo 

Suppose z + ~z is a point in D that lies in a small neighborhood 
of point z E D. Consider the ratio 

z+Az z 

F (z+ &;~- F (s) = L { ) f (~) d~- I f (~) dt} 
Zo Zo 

z+Az 

= ;, ~ f (~) d~. (9.15) 

We have to show that a= Fls+&;~-F(s) f (z) tends to zero as 

~:a¥0 • 
. ~i \l z+Az 

\~-i~ce' J. .. (l~ = ~z (s?e Example 1 in Sec. 5), we can write 

' \ ; . 
z+Az 

-;b- ~ f (z) d~ = f (z). (9.16) 

Employing the fact that the values of the integrals in (9.15) and· 
(9.16) do not depend on the path of integration, we can take the 
segment connecting points z + ~z and z as the path of integration. 
We then have· 

z+Az 
a= E(z+llz)-F(z) -f(z)=-1 \ [fm-f(z)] dl;,, 

flz flz J 
z 

whence 
z+Az· 

I a I~ 1 ;z 1 ~ If(~)- t (z) I I dl;, I· (9.17) 

Since the function f (z) is continuous at point z, for each positive e 
we can find a positive 8 = 8 (e) such that at I z - l;, I < 8 we will 
have 

I /" ( ~) - f (z) I < e. (9.18) 

Since in (9.17) ~ belongs to the segment [z, z + ~z], we can write 
lz- ~ I~ I ~z. I and, hence, (9.18) holds if I .:\z l < 8. Combining 

(9 .. 17) with {9.18) yields I a I< t1zl e I ~z 1. or I a I< e, i~ 
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I dz I < 6. Hence, 

l . F (z+~z)- F (z) -f ( ) 
Jm ~ - z, 

t.z-0 Z · 

i.e. F' (z) = f (z). The proof is complete. 
Theorem 5 leads to the following 
Corol1ary 3 If a function f (z) is continuous in a domain D and the 

value of the integral of f (z} along any closed curve lying in D is equal 
z 

to zero, the function F (z) = ~ f (~} d~ is a primitive of f (z). 
zo 

Note that if F (x) is a primitive of f (z) in a domain D, then 
F (z) + C, where C is an arbitrary complex valued constant, is a 
primitive of f (z) in D, too. The converse statement is also true, 
namely, we have 

Theorem 6 The totality of all the primitives of a function f (z) in 
a domain D is given by the formula F1 (z) + C, where F 1 (z) is one 
of the primitives of f (z), and C is an arbitrary constant. 

Proof. Let F1 (z) and F 2 (z) be two primitives of f (z) in D. Then 
the function F (z) = F2 (z) - F 1 (z) = u + iv is constant in D. 
Indeed, by the hypothesis F' (z) = F~ (z) - F~ (z) = f (z) - f (z) = 
0 for all zED. From this it follows that (see Eqs. (7.8) and (7.9)) 
au/ax = au/ay = 8v/8x = 8v/8y == 0 in D, and from a well-known 
theorem of mathematical analysis we obtain F (z) = const, i.e. 
F 2 (z) = F1 (z) + C, with C a complex valued constant. 

Corollary 4 Under the hypothesis of Theorem 5, any primitive 
F (z} of f (z) can be expressed thus: 

z 

F (z) = ) f (~) d~ + C, (9.19) 
Zo 

where C is a complex valued constant. 
Corollary 5 Under the hypothesis of Theorem 5, the following 

Newton-Leibniz formula is true: 
Zt I 

~ f(~)d~=F(z1)-F(z0). (9.20) 

•• 
Proof. Putting z = z0 in (9.19), we find that C = F (z 0). Putting 

z = z1 in (9.19), we find that 
Zt Zl 

F(z1)= .\ f(~)d~+C= ~ f(~)d~+F(z0), 
Zo Zo 

from which (9.20) readily follows. 
Corollary 6 If two functions, f (z) and g (z); satisfy the hypothesis 

6* 
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of Theorem 5, the integration-by-parts formula is valid: 
Zt Zt 

J f (~) g' (~) d~ = [/ (0 g(~)g:- .\ f' (~) g (~) d~. (9.21) 
z, z, 

Proof. Integration of the identity fg' = (fg)' - gf' and the formula 
Zt 

\ (!g)' d~ ~~ f (zt) g (zi)- f (zo) g (zo) = r f (~) g (~) J~;' 
.J 
z, 

lead to Eq. (9.21). 
Note that integrals of differentiable elementary functions of a 

complex variable in a simply connected domain are evaluated by the 
same methods and formulas as used for real valued functions. For 
instance, 

•• J etd~ = ez•- ez•; 
z • r zn+l_zn+l J ~n d~ = 2 n+i 1 (n a nonnegative integer). 

Zt Zt 

Example 1. The function f (z) = 1/z is differentiable in the multiply 

connected domain D: 0 < I z I< oo. SupposeD is a simply con­

nected domain and D c D. Then the function 
z 

F (z) = .\ d~~ , zED, 
1 

where the integral is taken along any curve lying in D, is a primitive 
of f (z), by Theorem 6, and F' (z) = 1/z. However, the function 

z 

<D (z) = ) d~~ , zED, 
1 

is not single-valued in D because 

.\ d~' = 2ni =I= 0. 0 
lzl=l 

10 Cauchy's Integral Formula 
Cauchy's integral theorem leads to one of the most important for­
mulas of the theory of functions of a complex variable, Cauchy's 
integral formula. 

Theorem Suppose f (z) is a function that is differentiable in a simply 
connected domain D and let or be a simple closed curve lying in D and 
•riented in the positive direction. Then, for every point z lying in the 
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interior of y, 

f (z) = - 1-. J1 _jJ'Q_ d~. 
2m ~-z 

(10.1) 
'I' 

This is called Cauchy's integral formula. 
Proof. The function f (~)/(~- z) is differentiable with respect to 

~in D with point z deleted. Let us select a p in such a way that the 
circle I ~- z I < p and its boundary C p: I ~- z I = p lie inside y. 
Then, using Corollary 2 of Cauchy's integral theorem (see Eq. (9.13)), 
we obtain (Fig. 45) 

'= _1_ r _lJQ_ d~ = _1_ 1'1 JJQ d~ 
2:n:i J ~-z 2:n:i • ~-z 

'I' cP 
=-1- i tm-f(z)+f(z) 

2:n:i J ~-z 
cP 

where J = - 1- \' f (~)- f (z) d~. Since 
1 2:n:i J ~-z 

cP 
pie 3 in Sec. 5), we can write 

l=-2
1 . i !(~) d~=l1+f(z), 
:n:t J .,-z 

'I' 

and to prove the theorem we must only show that J 1 = 0. 

d~ 
~-z ' 

Exam-

(10.2) 

In view of the continuity of f (~) at point z, for any positive e 
there exists a positive 6 = 6 (e) such that If(~)- f (z1) I< e for 
I ~ - z I < 6. Hence, 

iJ 1~-1 \ lf(~)-f(z)l idrl 
1 -...:::: 2:n: .1 I ~-z I "' 

cP 

< -1 .!:. r I d~ I = e 
2:n: p J 

cP 
if p ~ 6. Recalling that 1 1 

does not depend on p, we ob­
lain 1 1 = 0, i.e. J = f (z). 
The proof of the theorem is 
complete. 

Remark 1. Let D be a bound­
Pd, simply connected domain 
with a piecewise smooth 

Fig. 45 

houndary r, and let f (z) be a function differentiable in D anrl con­
tinuous up to the boundary of D. Then for every point z lying in 
1J we have 

f (z) = ~ \' ..Lill_ d~. 
2m • (;-z 

(10.3) 
r 
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The validity of (10.3) can be proved in the same manner as we 
proved the above theorem; Theorem 4 of Sec. 9 is also used. 

Formula (10.3) remains valid for the case where D is a multiply 
connected domain. The proof of this is done in the same way as for 
formula (9.12). 

Formula (10.3) is used to express the value of f (z) inside a domain 
in terms of its values at the boundary of this domain. 

Note a particular case of (10.3). Let I (z) be differentiable in D 
and let y and y1 be two simple closed curves (with y1 lying inside y) 
that constitute the boundary of a domain D 1 c. D (see Fig. 44). 
Then for all z E D 1 we have 

f (z) = - 1-. r __!_ill_ d~- - 1-. r __!_ill_ d~. ( 10.4) 
2m J {;-z 2m J ~-z 

V Vt 

Here y and 1'1 are oriented in the positive sense. 
Remark 2. If on the right-hand side of (10.3) point z belongs to 

the exterior of r' i.e. lies outside i5, the integrand is differentiable 
with respect to ~everywhere in D, and, by Cauchy's integral theorem, 
the integral vanishes. Thus, 

1 I /(s) {/(z), zED, 
2:rti J ~-z d~ = 0, z outside D. 

r 

The mean value theorem Let a function I (z) be differentiable in 
the circle K: I z- z0 I< R and continuous in the closure K. Then 
the mean arithmetic vallle of f (z) on the circumference of the circle 
is equal to the value of I (z) at the center of the circle: 

2n 

f (z~) = 2~ ~ f (z0 + Rei!ll) d<p. (10.5) 
0 

Proof. Suppose that f in (10.3) is the circumference of a circle 
of radius R centered at point z0 • Then 

~ = z0 + Rei!ll, 0~ <p~ 2n, d~ = iRei!ll d<p, 
2n . . 

I (zo) = _1__ r fs (~) d~ = _1_ I f (zo + Re~q;) t Re:!ll dcp 
2m .) -z0 2:rti J Re1!1l 

r o 

The proof of the theorem is complete. 

2n 

= 2~ .\ f (z0 + Rei!ll) d<p. 
0 

The mean value theorem for harmonic functions Let 

ll (z) = u (x, y), z = x + iy, 
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be harmonic in the circle K: I z- z0 I < R and continuous in the 
closure K. Then 

2n 

u (z0) = 2~ .\ u (z0 + Ricp) dcp. 
0 

(10.6) 

Proof. Suppose f (z) is a function that is regular in the circle K 
and such that Re f (z) = u (z). By the mean value theorem we have 

2n 

f (zo) = 2~ ~ f (z0 + peicp) dcp, 0< p < R. 
0 

Separating the real part from the imaginary, we obtain 
2lt 

u (z0) = 2~ ~ u (z0 + peicp) dcp, 
0 

(10.7) 

whence, going over to the limit as p-+ R, we arrive at (10.6). The 
proof of the theorem is complete. 

11 Power Series 
11.1 Domain of convergence of a power series A power series 

iB a series of the form 
00 

2J en (z-a)n, (11.1) 
n=O 

where a and en (n = 0, 1, 2, ... ) are given complex numbers, and z 
is the complex valued variable. At a = 0 the series (11.1) takes the 
form 

(11.2) 

Obviously, all the properties of power series of the type (11.2) are 
valid for (11.1). 

The domain of convergence of the power series (11.2) is the set of 
all points z at which (11.2) is convergent. Point z = 0 always belongs 
to the domain of convergence of (11.2). There are power series that 
converge only at z = 0 (see Example 3). 

00 

Example 1. The series 2J ( -1)n zn is convergent at 1 z 1 < 1 
n=O 

and divergent at I z I;;;;::: 1. 0 
00 

Example 2. The series ~-
zn 

is convergent in the the entire nn 
n=O 
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complex plane because for each z there is a positive integer n 0 such 
that at n > n 0 we have I z/n I < 1/2, i.e. I zn/nn I < 1!211 , from 
which the convergence of the series at point z follows. 0 

00 

Example 3. The series h nnzn is convergertt only at z = 0 
n=O 

because z =I= 0, then for n > 111 z I we have I nz I > 1 and I nz In > 1 
(the necessary condition for convergence of a series is not met) .. D 

Theorem 1 (Abel's theorem) If a power series of the type (11.2) 
is convergent at a point z0 =I= 0, it is absolutely convergent in the circle 
K 0 : I z I< I z0 I, while in any smaller circle K1 : I z I~ R1 < I Zo I 
this series is uniformly convergent. 

Proof. In view of the fact that (11.2) is convergent at point z0 

we have lim cnz'fJ = 0, and, hence, there is a positive constant 1lf 
n~oo , 

such that for all n we have I cnz'fJI < M. Let z be an arbitrary point 
of K 0 • Then 

I cnzn I= I CnZ'fJ II~ r <Mqn, (11.3) 

where q = I z/z 0 I< 1, and this implies that (11.2) is absolutely 
convergent in K 0 • 

If z E K1 , then I CnZn 1: ~ M I z/z0 In ~ iYlqi_', where q1 = 
R1/l z0 I< 1 does not depend on z, and by Weierstrass's test the 
series (11.2) is uniformly convergent in Kl" 

Let R be the least upper bound of the distances between point 
z = 0 and points z at which (11.2) is convergent. Then at I z I> R 
this series is divergent. Abel's theorem leads to the following 

Corollary1 Theseries(11.2)isconvergentinthecircleK: I z I< R, 
while in any smaller circle I z I ~ R 1 < R this series is uniformly 
convergent. 

The circle K is said to be the circle of convergence, and its radius R 
the radius of convergence of (11.2). At the points on the circle I z I = R 
the series (11.2) may be either convergent or divergent. If (11.2) 
is convergent only at z = 0, its radius of convergence is zero, while 
if it is convergent in the entire complex plane, the radius of con­
vergence is infinite. 

The radius of convergence of (11.2) is given by the Cauchy-H~da­
mard formula 

(11.4) 

The proof of (11.4) can be found in Bitsadze [1]. 
Consider the series 

(11.5) 
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which consists of the derivatives of the terms in (11.2). Since­
lim vn = 1, the Cauchy-Hadamard formula (11.4) results in 
n-+oo 

Corollary 2 The radius of convergence of the series (11.5) is equal to­
the radius of convergence of the series (11.2). 

11.2 Term-by-term differentiation of a power series 
Theorem 2 Let the radius of convergence of the power series 

00 

f (z) = ~ CnZn (11.6) 
n=O 

be R =I= 0. Then this series can be differentiated any number of times 
inside the circle I z I< R. The resulting series have the same radius of 
convergence as (11.6). 

Proof. Consider the series 
00 

S (z) = ~ ncnzn-1, (11.7) 
n=1 

which consists of the derivatives of the terms in (11.6). By Corol­
lary 2, the series (11.7) is uniformly convergent in the circle K1 : 

I z I~ R1 < R and its sum S (z) is continuous in K1. We wish 
to show that the function f (z) is differentiable in K1 and that 

S (z) = f' (z). (11.8} 

Let'( be an arbitrary curve lying within K1 and connecting points. 
0 and z. Then (see Sec. 9) 

Hence, 
z 

(' ~n-1dr n 1 2 J nCnl, '::> = CnZ I n = I ' •••• (11. 9} 
0 

Integrating the uniformly convergent series (11. 7) along curve y 
termwise and taking into account the fact that the value of the· 

z 

integral ) S (~) d~ is independent of the path of integration, we· 
0 

obtain 
z 00 z 00 

) S(~)d~= ~ J ncn~n- 1 d~= ~ CnZn. (11.10} 
0 n=O 1 n=l 

Combining (11.10) with (11.6), we obtain 
z 

) S(~) d~=f(z)-c0• (11.11) 
0 
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:r 

ln view of Corollary 3 of Sec. 9, the function j S g) ds is a primitive 
0 

·of S (z) and, hence, S (z) = f' (z). Thus, the function f (z) is differen­
tiable in the circle K 1 and Eq. (11.8) is true, i.e. the series (11.6) 
·can be differentiated termwise in K1 . But the radius R 1 of K1 can be 
chosen as close to R as desired, whence (11.6) can be differentiated 
term wise in K. 

The operation of term-by-term differentiation can obviously be 
applied to (11.6) any number of times. The proof of the theorem is 
.complete. 

Corollary 3 The coefficients Cn of the power series 
00 

f(z)= ~ Cn(z-a)n, (11.q) 
n=O 

which converges in the circle K: I z- a I < R (R =I= 0), are given by 
.the following formulas: 

J<n> (a) 
C0 =/(a), Cn= n! (n=1, 2, ... ). (11.13) 

Proof. Applying Theorem 2 to the power series (11.12), we obtain 

f<n> (z) = nlcn + (n + 1) Cn+l (z- a) + . . . (11.14) 

for all z E K. Putting z = a in (11.14) and (11.12), we arrive at 
(11.13). 

From (11.13) we can see that the expansion of a function in a power 
·series is unique. 

The power series ~ t<n> (a) (z - at is said to be a Taylor series 
n=O n 

·Of f (z). Thus, every power series (11.12) within its circle of con­
vergence is the Taylor series of the sum of (11.12). 

12 Properties of Regular Functions 
The definition of a regular function was given in Sec. 7.4. Here 
we will prove the concepts of differentiability and regularity in 
a domain to be equivalent and study the properties of regular 'func-
tions. · 

12.1 The regularity of a function that is differentiable in a do­
main 

Theorem 1 If a function f (z) is differentiable in a domain D, it is 
'regular in this domain. 

Proof. Let z =a be an arbitrary point of D. Consider the circle K: 
~ z- a I< p, p > 0, lying in D together with its boundary yp: 
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l ~ -a l = p. Suppose z is an arbitrary point in K. By virtue of 
Cauchy's integral formula, 

f (z) = - 1- i ..1.ill._ d~. ( 12.1) 
2ni J ~-1 

'l'p 

Next we expand ~ 1 , in a power series in z-a (a geometric 

progression): 
00 

1 1 (12.2) 
~-z = ( z-a ) 

(~-a) 1- ~-a 

If ~ E '\'p• then 

I ~-a I= p, I ~-= I= I z-;a I< 1, 

and, hence, the series in (12.2) converges uniformly in ~ on i'P 
(Weierstrass's test). The series 

00 

~ m, = ~ (~~~~~+1 (z-at, (12.3) 
n=O 

which is (12.2) multiplied by f (~), is also uniformly convergent on 
'VP since f (~) is continuous on i'P and, hence, bounded on i'P· Inte­
grating the series in (12.3) termwise along i'P and employing (12.1), 
we obtain 

00 

f(z)= ~ cn(z-a)n, (12.4) 
n=O 

where 

1 i I(~) 
Cn = 2ni J (~-a)n+l d~. ( 12.5) 

1~-ai=P 

The series (12.4) is convergent in the circle K: I z- a I < p, which 
means that f (z) is regular at point a. But since a is an arbitrary point 
of D, the function f (z) is regular in D. The proof of the theorem is 
complete. 

Theorem 1 and Theorem 4 of Sec. 7 result in the following 
Corollary 1 A function f (z) is regular in a domain D if and only 

if it is differentiable in this domain. 
Thus, in D the concepts of regularity and differentiability are 

equivalent. This together with the properties of differentiable func­
tions (see Sec. 7) implies, for one, that if two functions, f (z) and 
g (z), are regular in a domain D, their sum, product, and quotient 
(provided the denominator is nonzero) are regular in D. 
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Similarly, iff (z) is regular in D and the function F (w) is regular 
in G and if the range of values of w = f (z) (z ED) belongs to G, 
then the function <1> (z) = F [j (z)] is regular in D. 

Theorem 1 has 
Corollary 2 The series (12.4) is sure to converge in the circle 

I z- a I< R1 , where R1 is the distance between point z = a and the 
boundary of the domain D in which f (z) is differentiable. 

For this reason the radius of convergence of the power series (12.4) 
is no less than R1 • 

Corollary 3 If a junction f (z) is regular in a circle K: I z - a I < 
R, it can be represented by a Taylor series 

~ f(n) (a) 
f (z) = LJ nl (z-at 

n=O 

convergent in the entire circle K. 
Corollary 4 Iff (z) is regular at z = a, it is regular in a neighbor-

hood of point a. · 
Proof. A regular function f (z) can be represented by a convergent 

series (12.4) in a circle K: I z- a I< p and, hence, is differentiable 
in this circle (Theorem 2 of Sec. 11). But by Theorem 1 the function 
f (z) is regular in K. This means that if z0 E K, then 

00 

f (z) = ~ Cn (z-z0)n. 
n=O 

The resulting series is convergent in a circle I z - z0 I < p1 , p1 ~ d, 
where d is the distance between point z0 and the boundary of K. 

Remark 1. A function that is differentiable at a point z = a may 
not be regular at this point, since a function regular at a point z = a 
is differentiable not only at the point z = a but in a neighborhood 
of this point as well. For instance, the function j (z) = z2 is differen­
tiable only at z = 0 (see Example 3c in Sec. 7) and therefore is not 
regular at this point. 

12.2 The infinite differentiability of regular functions 
Theorem 2 If a function f (z) is differentiable in a domain D, it is 

infinitely differentiable in this domain, with 

(n) n! r f ((;) 
f (z) = :!ni J (~-z)n+I d~, zED, (12.6) 

'l'p 

where y P is the boundary of the circle I ~ - z I ~ p lying in D. 
Proof. By Theorem 1, the function f (z) is regular in D. Let z = 

a E D. Since f (z) is regular at point z = a, we can write 
00 

f(z)= ~ cnl(z-at, ( 12. 7) 
n=O 
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where the series in (12. 7) is convergent in a circle I z -a I < p 
(p > 0). According to Theorem 2 of Sec. 11, the series in (12. 7) can 
be differentiated in the circle I z -- a I < p termwise any number of 
times and (see (11.13)) 

c0 =f (a), 

On the other hand, 

Yp 

(n=1, 2, a .. ). 

f (~) 
(~-a)n+l d~, 

whence, substituting z for a, we arrive at (12.6). 

(12.8) 

This theorem implies, for one, that the derivative of a regular 
function is a regular function, too. 

Remark 2. Formula (12.6) can formally be obtained from Cauchy's 
integral formula 

f (z) = _1_. I f (~) d~ 
· 2m J ~-z 

y 

by differentiating the left and right sides of the latter n times. 
Remark 3. If the function f (z) is differentiable in a neighborhood 

of point a, it is regular at this point (Theorem 1) and can be represen­
ted in the form of a power series that is the Taylor series of f (z) (see 
Corollary 3 of Sec. 11). Thus, the formal Taylor series 

~ /(n) (a) 
.::::J n! (z-a)n 

n=O 

of a function f (z) differentiable in a neighborhood of a converges to 
this function in a (generally different) neighborhood of point a. 
A similar proposition for functions of a real variable does not. hold. 
For instance, the function 

{
e-1/x', 

f (x) = O, 
X=/= 0, 

x=O, 

is differentiable everywhere and has an infmite number of deriva­
tives at point x = 0 equal to zero, and, hence, all the coefficients of 
the Taylor series of f (x) are zero at x = 0, but f (x) =1= 0. 

From Theorem 2 and Sec. 7.3 follows 
Corollary 5 A function that is harmonic in a domain is infinitely 

differentiable in this domain. 
12.3 Sufficient conditions for regularity Theorem 1 states 

that the differentiability of a function f (z) in a domain D is a suf­
ficient condition for the regularity of this function in D. Here are 
other sufficient conditions. 
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Theorem 3 (Morera's theorem) If a function f (z) is continuous 
in a simply connected domain D and the value of the integral of this 
function along any closed contour lying in D is zero, the function is 
regular in D. 

Proof. By virtue of Corollary 3 of Sec. 9, the function f (z) has a 
primitive, i.e. there is a differentiable function F (z) such that 
F' (z) = f (z) for all z E D. According to Theorem 1, the function 
F (z) is regular in D and, hence, its derivative is a function regular 
in D, i.e. the function f (z) = F' (z) is regular in D. 

Theorem 4 (Weierstrass's first theorem) Let the functions In (z) 
(n = 1, 2, ... ) be regular in a domain D and let the series 

00 

f(z)= 2J fn(z) (12.9) 
n=l 

be uniformly convergent in each closure D1 lying in D. Then .f (z)' is 
regular in D. 

Proof. Suppose z0 is an arbitrary point of D. Consider the circle 
K: I z- z0 I< p lying together with its boundary in D. By hypo­
thesis, the series (12.9) is uniformly convergent in K and, henc~, 
in K. Moreover, the functions fn (z) (n = 1, 2, ... ) are regular in K 
and, hence, continuous inK. For this reason f (z) is continuous inK, 
since it is the sum of a uniformly convergent series whose terms a~e 
continuous functions. 

Let y be a closed contour lying in K. Integrating the uniformly 
convergent series (12.9) along y termwise, we obtain 

00 

j f (z) dz = ~ i f n (z) dz. 
v n=l 'I' 

By Cauchy's i-ntegral theorem, j fn (z) dz = 0 (n = 1, 2, ... ) and, 
v 

hence ~ f (z) dz = 0. By Morera's theorem, the function f (z) is 
v . 

regular in circle K and, for one, at point z0 • Since z0 is an arbitrary 
point of D, the function f (z) is regular in D. The proof of the theorem 
is complete. 

Theorem 5 (Weierstrass's second theorem) Under the hypothests 
of Theorem 4, the series (12.9) can be differentiated term-by-term any 
number of times. The resulting series are uniformly convergent in 
closures D1 that lie inside D. 

We give only the formulation of Weierstrass's second theorem. 
The interested reader can find its proof in, say, Markushevich [1]. 
· Other sufficient conditions for regularity related to integrals de­

pending on a parameter will be given in Sec. 15. 
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In conclusion of this section we give a brief summary of the basic 
properties of regular functions. The reader may have already noted 
that along with the term "regular function" other equivalent terms· 
are used in the literature, namely, 

{regular function} = {holomorphic function} = {single-valued analytic function}. 

Here are the criteria (necessary and sufficient) for the regularity: 
of a function f (z) in a domain D: 

(1) the differentiability of f (z) in D; 
(2) the Cauchy-Riemann equations. 
Morera's theorem and Weierstrass's first theorem are sufficient 

conditions for the regularity of a function f (z) in a domain D. 
Finally, regular functions possess the following properties: 
(i) the sum, difference, product, quotient (with a nonzero denomi­

nator), and composite function consisting of regular functions are· 
regular functions, too; 

(ii) a regular function is infinitely differentiable; . 
(iii) a regular function obeys Cauchy's integral theorem and for­

mula; 
(iv) the primitives of a function that is regular in a simply con-

nected domain are regular. · 
12.4 Some methods of power series expansion Every function 

f (z) that is regular in the circle I z - a I < p can be expanded into· 
a power series convergent in this circle (see Corollary 3 of Theorem 1): 

00 

f(z)= 2J Cn(z-a)n, (12.10)· 
n=O 

where the expansion coefficients Cn are given by the formulas 

or 

1 r t (~> 
Cn = 2:rtt j (~-a)n+l d~, 

I C-a I=P•' 

(12.11). 

Pt <p. (12.12)· 

This power series is the Taylor series of the function f (z) in a neigh­
borhood of point z = a. 

1By directly calculating the derivatives of the elementary functions 

e', sin z, cos z, sinh z, and cosh z at point z = 0 (see Eqs. (7 .14:), 

(7.15),:and ·(7.16)) the following expansions that are convergent in 
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Jthe entire complex plane can be obtained 

( -1)n z2n+l 
sin z = "" '---,-,,......:....,.......,..,7""" L.J (2n + 1)! 

n=O 

""' 
• "" zZn+l 

!'llllh z = L.J (2n+1)1 ' 
n=O 

_Another example is the series 

00 

COS Z = "" ( -1)n z2n 
L.J (2n)! 

n=a 
00 

"' z2n 
cosh z = ~ (2n)! . 

n=U 

·which is convergent in the circle I z I < 1. 

(12.13) 

(12.14) 

(12.15) 

(12.16) 

Note further that the formulas (12.12) are usually not employed 
when calculating the expansion coefficients in (12.10). Often the 
·expansion coefficients of a Taylor series are found through known 
'expansions (for instance, through (12.13)-(12.16)) and by employing 
:some special methods. 

Example 1. The series -
( 1 ~z)Z = ~ (n+1)zn (lz 1<1) 

n=O 

•is obtained by differentiating the series (12.16). 0 
Example 2. To find the Taylor series in a neighborhood of point 

.z = 0 of the rational function 

·we write 

1( 1 1) 1[ 1 1 J f(z)=-g- 1-11+z'+4 =5 1-z=+ 4 { 1 +~2 )' 

·whence by virtue of ( 12.16) we obtain 
00 

"" 1 [ (-1)"] 211 f (z) = L.J 5 1 + 4n+l z , 
n=O 

\Which con verges in the circle I z I < 1. 0 
Here are some methods of expansion into power series. 
(1) Arithmetic operations on power series. Suppose two functions 
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f (z) and g (z), are regular in a neighborhood of a point z = a and 
can be expanded in the following power series: 

00 

f (z) = ~ Cn (z- a)n, (12.17) 
n=O 

00 

g(z)= ~ dn(z-a)n, (12.18) 
n=O 

where both series are convergent in the circle I z- a I < R. Then 
we can write 

00 

Af (z) = ~ Acn (z -at, A= const, (12.19) 
n=O 

00 

f (z) + g (z) = ~ (en± dn) (z- at, (12.20) 
n=O 

oo n 

f (z) g (z) = ~ ( ~ chdn-k) (z- a)n. (12.21) 
n=O k=O 

The series (12.19)-(12.21) are convergent in the circle I z- a I< R. 
Example 3. To expand the function ez cos z in a neighborhood of 

point z = 0 we multiply the series (12.13) and (12.14). However, 
to calculate the expansion coefficients more effectively it is expedient 
to employ the identity 

( ef z + e-1 z ) 1 . . ez COS Z = ez 2 = 2 ( eZ(f+t) + eZ(f-t)) • 

Since 1 + i = V2einf4 and 1 - i = V2e-inf4, employing the series 
(12.13) yields the following expansion: 

which is convergent in the entire complex plane. 0 
(2) Method of undetermined coefficients. Let us investigate the 

problem of finding the expansion coefficients in a Taylor series in 
a neighborhood of a point z = a for a function f (z)that is the quotient 
of two regular functions (/ (z) = g (z)lh (z)) whose Taylor series arP 
known (h (a) =I= 0). If 

00 00 

f(z)= ~ cn(z-a)n, g(z)= ~ an(z-ar', 
n=O n=O 

00 

h (z) = ~ bn (z- a)11 . 

n=O 

"i-01641 
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then, equating the coefficients of the same powers of z - a in the 
equality f (z) h (z) = g (z), we arrive at equations of the form 
c0 bn + c1bn-1 + ... + cnbo =an, from which we can find the coef­
ficients c0 , c1 , c2 , etc. It is then easy to express the en in terms of 
a0 , a1 , ••. , an and b0 , b1 , •.. , bn via a determinant (see Markushevich 
[2}, pp. 212-217). 

Example 4. Applying the method of undetermined coefficients to 
the function z/(e 2 - 1), we arrive at the following expansion 

00 

z 'V Bn n 
ez - 1 = L.J -;:J"" z • 

n=O 

(12.22) 

Here the Bn are the Bernou1li numbers given by the formulas B 0 = 1 
B (n+i) ___)_ B (n+i) + 1 B (:1+ 1) - 0 (n· - ·1 2 ) 0 o 1 1 1 •••T n n- J- ', ••. , 

where the C'k1) (k = 0, 1, 2, ... , n) are binomial coefficie~ts. 
The series (12.22) is convergent in the circle I z I < 2n. 

Using the identity 

and the expansion (12.22), we arrive at the expansion 
00 

~ 22nB 
z cot z = 1 + ( -1)n 2n z2n 

1 (2n) (lzl<n). D (12.23) 
n=1 

(3) A series of power series Let 
00 

f (z) = ~ fn (z), (12.24) 
n=1 

where all the series 
00 

fn(Z)= ~ c~k)(z-a)k (n=1, 2, ... ) (12.25) 
k=O 

are convergent in a single circle K: I z- a I < p and besides, the 
series (12.24) is uniformly convergent in every circle I z- a I~ p1, 

where p1 < p. By Weierstrass's theorems, 

whence 

_ j(k) (a) _ ~ f~h) (a)_ ~ (k) 
ck - -k-! -- L.J -k-! - - L.J Cn ' 

n=1 n=1 

00 00 00 

f(z)= L ck(z-a)11 = ~ (~ c~>)(z-a) 11 . 
k=O k=O n=1 

(12.26) 
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(4) Substitution of a series into a series. Consider the function 
f (z) = g [h (z)], where the function w = h (z) is regular in the circle 
K1 : I z- a I < R1 and the function g (w) is regular in the circle 
K: I w- b I < R, with h (a) = b. Suppose 

00 00 

g(w)= ~ bn(w-b)", h(z)= ~ an(z-a)n 
n=O n=O 

are power series of g (w) and h (z). Since the function h (z) is regular 
in K1 , there is a circle K2 : I z- a I< R 2~ R 1 such that 
I h (z)- h (a) I < R, i.e. I w- b I< R. The function f (z) is 
regular in the circle K 2 since it is a composite function of regular 

00 

functions. The expansion coefficients in f (z) = ~ ck (z- a)k are 
k=O 

determined via Eqs. (12.25)-(12.26), where fn (z) = bn [h (z)- b)", 
since 

00 00 

f(z):=g(w)= ~ bn(w-b)"= ~ bn[h(z)-b]". (12.27) 
n=O n=O 

The resulting series 
00 00 

f(z)= ~ bn[h(z)-b]"= ~ ck(z-a)k (12.28) 
n=O k=O 

is sure to converge in K 2 : I z- a I< R 2 , where R 2 is chosen in such 
a way that I w- b I = I h (z)- b I< R when I z- a I< R 2 • 

(5) Are-expansion of a power series. Let us consider the following 
special case of substituting a series into a series. Let the series 

00 

f (z) = ~ Cn (z- a)n (12.29) 
n=O 

be convergent in the circle K: I z- a I < R and let b be a point 
within the circle of convergence K. We write 

z- a = (b- a) + (z- b). (12.30) 

Substituting (12.29) into (12.30), we obtain 
00 

f(z)= ~ Cn[(z-b)+(b-a)Jn. (12.31) 
n=O 

lf I z - b I < p, where p = R - I b - a I, then I z - a I < R 
and, applying the method of substituting a series into another series 
lo (12.31), we arrive at the expansion 

00 

f (z) = ~ dn (z-b)", 
n=O 

(12.32) 

which is convergent in the circle I z- b I < p. 
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12.3 The zeros of regular functions A point z = a is said to be 
a zero of a regular function f (z) if f (a) = 0. 

(1) Let a =I= oo be a zero off (z). We will consider the expansion of 
I (z) into a power series in a neighborhood of point z = a: 

00 

f(z)= ~ cn(z-a)n. (12.33) 
n=O 

Since point z = a is a zero of f (z), we can immediately write c0 = 
I (a) = 0. Suppose that em in (12.33) is the first nonzero expansion 
coefficient (c0 = c1 = ... = Cm-1 = 0, em =I= 0), i.e. 

f (z) = Cm (z - a)m + Cm+l (z - a)m<:l + ... , Cm =I= 0. (12.34) 

Then the number m is said to be the order of the zero z = a of f (z) 
and z = a the zero of the mth order. Since ck = j<k> (a)lk! (k .= 
1, 2, ... ), the order of the zero z = a off (z) is equal to the lowest 
order of the derivative of this function differing from zero at point 
z =a. 

Obviously, (12.34) can be rewritten in the following form: 

f (z) = (z- a)m £em + Cm+l (z- a) + ... ), (12.35) 

where the series h (z) = Cm + cm+l (z- a) + ... is convergent 
in the same circle as the series (12.34). Hence, the function h (z) is 
regular at point z = a, with h (a) = em =I= 0. Thus, if z = a is an 
mth order zero of f (z), then we can write 

f (z) = (z- a)m h (z), h (a) =I= 0, (12.36) 

where h (z) is regular at z = a. 
Conversely, if a function f (z) can be represented in the form 

(12.36), where. the function h (z) is regular at point z = a, then 
Eqs. (12.34) and (12.35) are valid, i.e. point z = a is an mth order 
zero of f (z). 

(2) Let z = oo be a zero of a function f (z). Since f (z) is regular 
at point z = oo (see Sec. 7.4), we can write 

00 

I (z) = c0 + ~ :~ . (12.37) 
n=i 

By hypothesis, c0 = f (oo) = 0. Let Cm be the first nonzero expansion 
coefficient in (12.37), i.e. c1 = c2 = ... = Cm-1 = 0 but em =I= 0 
(the number m is said to be the order of the zero z =- oo of f (z) and 
.z = oo the zero of the mth order). Then 

00 

f (z) = ~ c~ = -k- (em+ Cm•1 + ... )' z z z 
(12.38) 

n=m 
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whence 
~z P , 

f (z) = z-m'ljl (z), 'ljJ (oo) = Cm =I= 0, ' " (12.39), 

where the function 'ljJ (z) is regular at point z = oo, "··,··< 1'... / 
Conversely, if a function f (z) can be represented in ~rm 

(12.39), where m = 1, 2, ... , and 'ljJ (z) is regular at point z = oo, 
then Eq. (12.38) is valid, i.e. point z = is an mth order zero of 
f (z). We have therefore proved 

Theorem 6 A point a =I= oo is an mth order zero of a function f (z) 
if and only if this function can be represented in the form f (z) = 
(z - a)m h (z), with h (z) regular at point z = a and h (a) =1= 0, 

Similarly, the representation of a function f (z) in the form f (z) = 
z-m'ljl (z), where 'ljJ (z) is regular at point z = oo, 'ljJ (oo) =I= 0, and 
m = 1, 2, ... , is necessary and sufficient for point z = oo to be an 
mth order zero of f (z). 

Corollary 6 If a point z = a is an mth order zero of a function f (z), 
then it is a pmth order zero of the function g (z) = [f (z)JP, with 
p = 1, 2, 0 0 •• 

Remark 4. The asymptotic behavior 

f (z)""' Cm (z- a)m, Cm =I= 0 (z-+ a), (12.40) 

which follows from (12.36), is the necessary and sufficient condition 
for the function f (z) regular at point a =I= oo to have an mth order zero 
at this point. 

Similarly, a function f (z) regular at point z = oo has an mth 
order zero at this point if and only if 

A 
f(z)---;,m, A=¥=0 (z-+oo). (12.41) 

The asymptotic formulas (12.40) and (12.41) can be taken as definitions 
of the order of a zero at points z =a (a =fo oo) and z = oo, respective~ 
ly. 

Example 5. The function f (z) = sin (1/z) has first order zeros at 
the points zk = 1/kn (k = +1, +2, ... ) and at point z = oo. 0 

Example 6. The function f (z) = (ez + 1)3 has third order zeros 
at points zk = (2k + 1) ni, k = 0, +1, +2, .... 0 

Example 7. The function 

/() - (z3+f)6 t;z 
z - (z2+4)11 e 

has sixth order zeros at the points zk = e( 2k+l)rrif 3 , k = 0, 1, 2; 
point z = oo is a forth order zero of this function: 

zlS 1 
f (z) ""' 7 e11z""' -z4 (z-+ oo). 0 

We will now prove the following theorem on the zeros ol a regular 
function: 
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Theorem 7 Let a function f (z) be regular at a point z = a and 
f (a) = 0. Then either f (z) = 0 in a neighborhood of a point a or there 
is a neighborhood of point a where there are no zeros of f (z) different 
from a. 

Proof. Two cases are possible here. (i) All the expansion coefficients 
in (12.33) are zeros, which means that f (z) == 0 in a neighborhood of 
point z = a. (ii) There is a positive integer m such that c0 = c1 = 
• .. = Cm-l = 0 hut Cm =I= 0. 

In the second case, point z is an mth order zero off (z) and, hence, 
by Theorem 6, f (z) = (z - a)m h (z), where h (z) is a function 
regular at point a, and h (a) =I= 0. In view of the continuity of h (z) 
and from the condition h (a) =I= 0. we infer that h (z) =I= 0 in a neigh­
borhood of point a. Thus, there is a neighborhood of point a where 
there are no other zeros of f (z) except a. Consequently, the zeros 
of a regular function are always isolated. 

13 The Inverse Function 
13.1 The inverse function theorem The term "inverse function" 

was introduced in Sec. 8.1. Here we will give a more detailed defini­
tion of an inverse function. 

Let the function w = f (z) be defined on a set E and let E' be the 

Fig. 46 

set of values of this function (Fig. 46). Then for each value wE E' 
there is one or several values z E E such that f (z) = w, i.e. for each 
w E E' the equation 

f (z) = w (13.1) 

has one or several solutions z E E. These solutions determine on E' 
a function z = h (w) called the inverse of the function w = f (z). 

Thus, to find a function that is the inverse of w = f (z) we must 
find all the solutions of Eq. (13.1) for each value w E E'. The definition 
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of the inverse function implies that on E' we have the identity 

f [h (w)l = w. 

Here are sufficient conditions for the regularity of the inverse func­
tion. 

The inverse function theorem Let a function w = f (z) be regular 
at point z0 and let f' (z0) =I= 0. Then 

(1) there is a circle K: I z- z0 I< panda circle K': I w- w0 I< 
p', w0 = f (z0), such that for each w E K' Eq. (13.1) has a single 
solution z = h (w), where z E K; 

(2) the function z = h (w), which is the inverse of w = f (z), is 
regular at point w0 ; 

(3) in a neighborhood of point w0 the following formula is valid: 

h' (w) = I' ~z) = I' [ht(w)] • (13.2) 

Proof. Putting z = x + iy and w = u + iv, we substitute for 
Eq. (13.1) the following set of equations 

u (x, y) = u, } 
v(x,y)=v. 

(13.3) 

The Jacobian J (x, y) = J (z) of the mapping (13.3), which by 
Eq. (8.14) is equal to If' (z) 12 , is nonzero at point z0 = x0 + iy0 

by hypothesis and, hence, is nonzero in a small neighborhood of 
this point. 

By a well-known theorem of mathematical analysis (e.g. see 
Kudryavtsev [11), in a neighborhood of the point w0 = u 0 + iv0 

there is a one-to-one continuous mapping x = x (u, v), y = y (u, v) 
that is the inverse to the mapping (13.3). This means that there is 
a circle K': I w- w0 I < p' such that for each w E K' Eq. (13.1) 
has only one solution 

z = x (u, v) + iy (u, v) = h (w) 

such that z E K and z = h (w) is a continuous function. 
We still have to prove that h (w) is regular at point w0 • Let wE K' 

and w + ~w E K'. Consider the quotient ~zl ~w, with ~w =I= 0 
and ~z = h (w + ~w) --;- h (w). Note that ~w =1= 0 implies ~z =1= 0, 
since the function w = f (z) maps a small neighborhood of point z0 

onto a small neighborhood of point w0 in a one-to-one manner. 
Consider the identity 

1 
(13.4) 

l'lw ~· 
"AZ 

Send ~w to 0. Then because of continuity of h (w) we have ~Z--+ 0. 
On the right-hand side of Eq. (13.4) we go over to the limit as ~z--+0. 
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Such a limit exists and does not depend on the way .1z tends to 0, 
since w = f (z) is differentiable in a neighborhood of point z0 • Its 
value is 1/f' (z). Hence, the left-hand side of Eq. (13.4) also has 
a limit as .1w- 0 and Eq. (13.2) is valid. The proof of the theorem 
is complete. 

13.2 The function Vz Let us consider the function w = z2• 

To find the inverse function, we must solve the equation 

z2 = w (13.5) 

for z. This equation, as shown in Sec. 1.5, has two solutions for 
a w =I= 0. If one of these solutions is denoted by V w, the other solu­
tion is -V w. 

Thus, the function z = h (w), which is the inverse of w = z2 , 

is double-valued. Note that the function w = z2 is defined on the 
entire complex z plane and the range of its values is the entire com­
plex w plane. 

It is natural to ask about the existence and the way in which we 
can build a single-valued continuous function such that its value 
at each point of a domain D coincides with one of the values of the 
double-valued function that is the inverse of w = z2 • 

As usual, we will denote the independent variable by z and the de­
pendent variable by w. Suppose D 0 is the complex z plane with 
a cut along the real positive semiaxis. We write the variable z in 
the exponential form and consider in D 0 the function 

w=fdz)=VreiQ>/2 , 0<cp<2n. (13.6) 

The function / 1 (z) is single-valued and continuous in D 0 and satis­
fies the condition f~ (z) = z. i.e. it is solution of the equation 

w2 = z. (13.7) 

The range of values of the function w = f1 (z) is the upper half­
plane (Fig. 47). This follows from the definition of function (13.6) 
and also from the fact that under the mapping (13.7), which is the 
inverse of the mapping (13.6), the upper half-plane is mapped into 
the complex z plane with a cut along the real positive semiaxis (see 
Example 3 in Sec. 8). 

Thus, the function w = /1 (z) is single-valued and continuous in D 0 , 

the plane with the cut along [0, +ooL and maps this domain onto 
the upper half-plane. 

Similarly, the function 

w = / 2 (z) =-Vr eiQ>/2 , (\ < cp < 2n, 

is single-valued and continuous in D 0 , satisfies the condition J: (z) = 
z and maps the domain D 0 on the lower half-plane (Fig. 47). 

We will say that / 1 (z) and / 2 (z) constitute in Do two continuous 
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branches of the double-valued function 'VZ. These functions are 
differentiable and, hence, regular in D 0 , by the inverse function 
theorem. According to (13.2), 

(13.8) 

The differentiability of the functions f1 (z) and f 2 (z) and the validi­
ty of (13.8) can be established directly by applying the Cauchy-Rie­
mann equations in polar coordinates (see Example 4 in Sec. 7). The 

Fig. 47 

functions f1 (z) and f 2 (z) are said to he the regular branches of the 
double-valued function Vz in D 0 • Often both branches are denoted 
by the same symbol, Vz. To establish which of the two branches of 
the double-valued function Vz is considered, we must (a) fix the 
value of the function at an inner point of D 0 or (b) specify the value 
of the function at a boundary point (at the cut); in the latter case we 
must specify on which of the two hanks of the cut, the upper or the 
lower, the point is taken. 

For instance, if we are studying the regular branch of the function 
Vz on which w0 = i ati point z0 = - 1, then we are speaking of 
the function w = f1 (z), which maps D 0 onto the upper half-plane. 
But if we know that -1 is mapped into -i, then we are speaking of 
the function w = f 2 (z), which maps D 0 onto the lower half-plane. 

Similarly, the regular branch of the function Vz on which w0 = 1 
at the point z0 = 1 + iO lying on the upper hank of the cut along 
[0, +oo) represents the function w = f1 (z). But if 1 + iO mapped 
into -1, the branch represents w = f 2 (z). 

Let us consider a domain jj that is the complex z plane with 
a cut along the negative real semi axis (Fig. 48). Obviously, two 

regular branches of Vz can be isolated in i5, namely, 
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The function w = /1 (z) maps f5 onto the right half-plane, Re w > 0, 

while the function w = f 2 (z) maps D onto the left half-plane, 
Re w > 0; cf. Fig. 37 in Sec. 8.2. 

Thus, if we take the complex z plane cut either along the real 
positive semiaxis or along the negative real semiaxis, in such a do­

10 0 
D ro 

;zpzmmuuzpa >0 

~01 
0 

"/ 

Fig. 48 

main the double-valued func-
tion Vz splits into two regu­
lar branches. It is easy to see 
that Vz splits into two regu­
lar branches in any plane with 

. a cut along the ray arg z = a. 
We denote this domain by D <:<, 

so that f5 = Dn. The investiga­
tion we have just undertaken 
shows that 

(1) the double-valued func-

tion Vz splits into two regu­
lar branches in a domain DC£, i.e. the complex z plane with a cut 
along the ray arg z = a connecting the points z = 0 and z = oo; 

(2) at a point z0 of D <:< the values of the function are w0 on one 
branch and -w0 on the other; 

(3) the range of values that the function admits on the two 
branches depends essentially on the domain DC£ in which these 
branches split; 

(4) a regular branch of Vz in DC£ is fixed if the image of an inner 
point of DC£ is specified or if the image of a boundary point is speci­
fied (in the latter case it must be stated on which of the two banks of 
the cut the point is taken). 

13.3 The function In z The concept of the logarithm of a com­
plex number was introduced in Sec. 4.6. It is natural to think of the 
logarithmic function as the inverse of the exponential function. 
We must solve the equation 

ew = z (13.9) 

for w. Let z = reif:P and w = u + iv. Then Eq. (13.9) yields u = 
In r and v = rp + 2kn (k = 0, ±1, +2, •.. ). Hence, 

w = In z = In I z I + i ( arg z + 2kn), (13.10) 

where arg z is a fixed value of the argument of z, and k is an integer. 
Thus, Eq. (13.9) has at z =1= 0 an infinite number of solutions, which 
are determined by (13.10), i.e. the logarithmic function assumes at 
each point z (z =I= 0) an infinite number of values. The real part 
of this function (ln I z I) is determined uniquely. 
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Let us now study the question of how to isolate in a domain D 
a single-valued continuous branch of the logarithmic function, 
i.e. a continuous function whose value at each point of D conincides 

0 

Fig. 49 

)////////&//////?/9//7//)/)/#$ 
2rri 

with one of the values of the multiple-valued function ln z. Obvious­
ly, it is possible to isolate a single-valued continuous branch of 
ln z in D if we can isolate in this domain a single-valued continuous 
branch for arg z. 

As in the case of the function Vz. we will take the domain D 0 , 

which is the complex z plane with a cut along [0, +oo), as D. In D 0 

the function allows separation into single-valued continuous branches. 
Let qJ = arg z (the notation is the same as for the multiple­
valued function arg z) be the continuous branch of the argument 
in D 0 on which 

0 < <p < 2n. (13.11) 

Retaining the former designation for the logarithmic function, 
we put 

w = ln z = ln I z I + i arg z, (13.12) 

where qJ = arg z satisfies (13.11). 
The function w = ln z satisfies Eq. (13.9). From (13.11) and (13.12) 

we can see that this function is single-valued and continuous in D 0 • 

The function w = ln z maps D 0 onto the sttip 0 < Im w < 2n in 
a one-to-one manner (Fig. 49). 

If we use the inverse function theorem or Example 4 in Sec. 7, 
we find that the function ln z defined via (13.11)-(13.12) is regular 
in D 0 • This function is called the regular branch in D 0 of the multi­
ple-valued function ln z, and its derivative is calculated by the 
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formula 
(ln z)' =_!_. 

z 

Note that in D 0 there is an infinite number of single-valued con­
tinuous branches of the argument, and all of them have the form 

(arg z)k = arg z + 2kn (k an integer), (13.13) 

where cp = arg z is the branch we have just considered, i.e. the one 
that obeys (13.11). Putting k = 1 in (13.13), we obtain the branch 
of the argument (arg z)1 and the corresponding regular branch of ln z: 

w = (ln z)1 = ln I z I + i arg z + 2ni = ln z + 2ni. (13.14) 

The function (ln z)1 maps D 0 onto the strip 2n < Im w < 4n (see 
Fig. 49). 

Similarly, if we take k = -1, we have the function 

w = (ln z)_1 = ln z - 2ni, (13.15) 

which maps D 0 onto the strip -2n < Im z < 0 in a one-to-one man­
ner (see Fig. 49). 

Both (ln z) 1 and (ln z)_1 are regular branches of ln z in D 0 . 

To isolate a regular branch of ln z in D 0 it is sufficient to isolate 
the corresponding continuous branch of arg z (formula (13.13); the 
latter is uniquely determined by the value of arg z at an inner point 
of D 0 or on the boundary of D 0 , i.e. on the upper or lower hank of 
the cut along (0, +oo). In particular, the regular branch of ln z that 
assumes real values on the upper hank is given by Eqs. (13.11)-(13.12). 

In conclusion we note that regular branches of ln z can he isolated 
in other domains as well. In Chap. IV we will consider this aspect 
in greater detail. 

14 The Uniqueness Theorem 
14.1 The uniqueness theorem 
Theorem 1 (the uniqueness theorem) Let f (z) be regular in D and 

let f (zn) = 0, n = 1, 2, ... , where {zn} is a sequence of different 
points, Zn ED, n = 1, 2, ... , such that lim Zn =a, a ED. 

n-+oo 

Then f (z) = 0 in D. 
Proof. Let us expand f (z) in a Taylor series in powers of z - a: 

00 

/ (z) = ~ ck (z-a)k, ( 14.1) 
k=O 

and let us show that all the expansion coefficients are zero. We 
assume the contrary is true. Then, by Theorem 7 of Sec. 12, there is 
a neighborhood U of point z such that f (z) =I= 0 at z E U, z =1= a. 
But this contradicts the hypothesis of the theorem. Hence, all the en 
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are zeros. The series (14.1) converges in the circle K: I z- a I< p0 , 

where p 0 is the distance between point a and the boundary of D. Thus, 
f (z) = 0 in K. 

Now let b be an arbitrary point in D. We wish to show that f (b) = 
0. We connect points a and b by a broken line lying entirely in D. 
Let p be the distance between y 
and the boundary r of D; since y 
is a finite broken line lying in D, 
p must be positive. Next we con­
struct the circles K 0 , K 1 , .•• , Kn 
centered, respectively, at points 
z 0 = a, z1 , • • • , Zn = b on y, each 
circle of radius p; points z1 are se­
lected in such a waythatlz1-z1_1 1 

< p/2 at j=1, 2, ... , n. Then all 
the circles lie in D, and the center 
of each circle K i+l lies inside the 
circle K 1, with j = 0, 1, ... , Fig. 50 
n - 1 (Fig. 50). 

Since Po~ p, cirle K contains circle K 0 ; hence, f (z) = 0 in K 0 • 

We expand f (z) in a Taylor series in powers of z-z1. Circle K1 lies 
in D, whence this series converges in K1 • Since the center z1 of K1 

lies in the circle K 0 , then f (z) = 0 in a neighborhood of z1 and we 
can show, by a similar method, that f (z) = 0 in K1 . Continuing this 
reasoning in the same manner, we can show that the function f (z) 
is identically zero in all circles K,, so that f (b) = 0. The proof of the 
theorem is complete. 

Corollary 1 Let a function f (z) be regular in a domain D, and 
f (z) == 0 on a set E contained in D, which set has a limit point a E D. 
Then f (z) == 0 in D. 

Proof. By the definition of a limit point, there is a sequence of 
different points {zn}, n = 1, 2, ... , such that Zn E E and lim Zn= 

n-+oo 

a. Since f (zn) = 0 for all values of n and since the points Zn lie 
in D, we can say that f (z) = 0 in D, by the uniqueness theorem. 

Corollary 2 Let two junctions, f (z) and g (z), be regular in a domain 
D and coincide on a set E contained in D, which set has a limit point 
a E D. Then f (z) = g (z) in D. 

Proof. The function h (z) = f (z) - g (z) is regular in D and h (z) == 0 
at z E E, so that h (z) = 0 in D, by Corollary 1. Whence f (z) = 
g(z), zED. 

14.2 Some additional remarks 
Remark 1. Consider the function f (z) = sin (1/z). Then f (zn) = 0 

at Zn = 1/:n:n, n = ±1, +2, ... , and lim Zn = 0, but neverthe-
n-oo 

less f (z) ¢ 0. This example does not contradict the uniqueness theo-



110 Regular Functions 

rem, since the limit point a of the sequence {zn} is not a point at which 
the function sin (1/z) is regular. 

Remark 2. The uniqueness theorem and Corollaries 1 and 2 are 
also valid when D is the extended complex plane. 

More often we will use the weaker variant of the uniqueness the­
orem: 

Corollary 3 Let a function f (z) be regular in a domain D and f (z) == 
0 on a curve '\' lying in D or in a circle Kc: D. Then f (z) = 0 in D. 

The uniqueness theorem is one of the most important prorerties 
of regular functions and only shows how strongly the properties of 
differentiable functions of a complex variable differ from those of 
differentiable functions of a real variable. For instance, suppose 
that on a segment I of the real axis a function f (x) of the real varia­
ble x is continuously differentiable or twice continuously differentia­
ble or n times continuously differentiable or continuously differen­
tiable an infinite number of times. Let I 1 c: I be a smaller segment 
and g (x) a function defined on I 1 and possessing the same properties, 
i.e. differentiable the same number of times, as f (x). Then there is 
an infinite number of functions f (x) with the above-noted properties 
at x E I and coinciding with g (x) at x E I 1 • 

15 Analytic Continuation 
15.1 The definition and the main properties 
Definition 1. Suppose the following conditions are met: 
(1) a function f (z) is defined on a set E; 
(2) a function F (z) is regular in a domain D that contains E; 
(3) F (z) == f (z) at z E E. 
Then the function F (z) is called the analytic continuation of f (z) 

(from set E into domain D). 
An important property of the analytic continuation is its unique­

ness. 
Theorem 1 (the analytic continuation principle) Suppose set E 

has a limit point a belonging to domain D. Then the analytic contin­
uation from set E into domain D is unique. 

Proof. Suppose the function f (z) defined on E has two analytic 
continuations, F1 (z) and F 2 (z), into D. Since F1 (z) == F 2 (z) at 
z E E, we have, by the uniqueness theorem of Sec. 14, F1(z) = 
F 2 (z) in D. 

In particular, if E is a curve lying in D or a subdomain of D, 
then there is no more than one analytic continuation of f (z) into D. 

Example 1. Find the analytic continuation of the function 
00 

j(z)_,~zn. 
n=O 
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This series is convergent and is regular in the circle K: I z I < 1. 
We have f (z) = 1/(1 - z), I z I < 1. 

The function F (z) = 1/(1 - z) is regular in the extended complex 
z plane with point z = 1 deleted (we call this domain the D domain) 
and F (z) = f (z) at I z I < 1. Hence, the function F (z) is the 
(unique) analytic continuation off (z) from K into D. D 

15.2 The analytic continuation of the exponential, trigonometric~ 
and hyperbolic functions The functions ez, sin z, and cos z were 
introduced in Sec. 4. We wish to show that these functions can 
be defined as the analytic continuations of ex, sin x, and cos x, 
respectively. Let us assume by, definition, that 

00 

"" zn ez = LJ -;:J"· 
n=O 

The series on the right-hand side converges for all z's, whence the 
sum of the series is regular for all z's (Sec. 12). The function ez for 
real values of z, i.e. z = x, coincides with the function ex· known 
from mathematical analysis. Hence, the function e: is the analytic 
continuation of ex from the real axis into the entire complex plane. 

We introduce the following 
Definition 2. A function that is regular in the entire complex 

plane is called an entire function. 
For example, polynomials and ez are entire functions. 
Theorem 2 If f (z) and g (z) are entire functions, then f (z) + 

g (z), f (z) g (z), and f (g (z)) are entire functions, too. 
The proof of this theorem follows from Definition 2 and the prop­

erties of regular functions (Sec. 12). 
Next we introduce the functions sin z, cos z, sinh z, and cosh z 

through the sums of the following power series: 
00 

• "" ( -i)n z2n+l 
SlllZ= .Li (2n+1)! ' 

n=O 

00 

""(-1)nz2n 
cos z = Ll (2n)l 

n=O 
00 00 

. "" z2n+l "" z2n · 
smh z = LJ (Zn + i)l , cosh z = LJ (Zn)! . 

n=O n=O 
Since all these series converge at all z's, the functions sin z, cos z, 
sinh z, and cosh z are entire functions. Moreover, these functions 
are the analytic continuations of the functions sin x, cos x, sinh x, 
and cosh x from the real axis into the complex z plane. 

Now we can introduce the functions tan z, cot z, tanh z, and coth z. 
By definition, 

sin z tanz=--, cos z 
sinh z 

tanhz=-h-' cos z 

cot z = c_osz 
Sln Z ' 

coshz 
coth z =-.-h-. 

Stn Z 
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The function tan z is regular for all z =1= oo for which cos z =1= 0, 
i.e. at z =I= n/2 + kn, k = 0, +1, +2, .... The function cot z is 
regular at z =I= kn, the function tan z at z =I= i (n/2 + kn), and the 
function coth z at z =I= ikn, with k = 0, +1, ±2, .... 

From courses of elementary trigonometry and mathematical 
analysis we know of certain addition theorems and a number of 
identities involving trigonometric and hyperbolic functions of a real 
independent variable. It can easily be shown that these formulas 
remain valid for a complex valued independent variable as well. 

Example 2. Let us show that 

sin2z + cos2 z = 1 

for ail values of z. 
By Theorem 2, the function f (z) =sin2 z + cos2 z - 1 is an entire 

function, since sin z and cos z are entire functions. Employing the 
fact that f (x) = 0 for real x, we obtain, by the uniqueness theorem, 
that f (z) = 0 for all values of z. 0 

Example 3. Let us show that 

(15.1) 

for all complex z1 and z2 • 

For real z1 and z2 this formula is valid. Let z2 be real and fixed. 
Then the left- and right-hand sides of Eq. (15.1) are entire functions 
of the variable z1 • For real z1 these entire functions coincide; hence, 
by the uniqueness theorem, these functions coincide for complex 
valued z1 • Thus, Eq. (15.1) is valid for all complex z1 and for all 
real z2 • 

Now let us assume that z1 is complex valued and fixed. Then the 
left- and right-hand sides of Eq. (15.1) are entire functions of z2 • 

Since they coincide for all real z2 , they coincide for all complex 
valued z2 • We have therefore proved that Eq. (15.1) is valid for all 
complex valued z1 and Z2 • 0 

16 Integrals Depending on a Parameter 
16.1 The regularity of integrals depending on a parameter Let 

us consider the integral 

F (z) =If(~. z) d~ (16.1) 
'I' 

Theorem f"..,..,Let the following conditions be met: 
(1) y is a finite piecewise smooth curve; 
(2) the function f ( ~. z) is continuous in 1 ~. z) at ~.,E y and z ED, 

where D is a domain in the complex z plane; 
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(3) for each fixed~ Ey the function f (~. z) isregular in z in D. 
Then the integral (16.1) is a regular function in D. 
Proof. By virtue of Conditions 1 and 2, the function F (z) is contin­

uous in D. Let us s?lect an: .arbitrary point a ED and build a cir­
cle K that contains point a and lies inside D. Next we apply. More­
ra's theorem. Let y' be a closed curve lying in K. Then we can write 

J F (z) dz = j' ( 1 f (~. z) d~) dz = 1 { J f (1;, z) dz) d~ = 0, (16.2) 
'I'' 'I'' 'I' 'I' y' 

since we can interchange the order of integrati'on and the integral 
along y' vanishes (Cauchy's integral theorem). By Morera's theorem, 
the function F (z) is regular in. K; hence, F (z) is regular in D. The 
proof of the theorem is complete. 

Corollary 1 Let y be an unlimited piecewise smooth curve and let 
Conditions 2 and 3 and the following condition be met: , 

(4) the integral (16.1) i$ uniformly convergent in z ED', where D' 
is any Closed subdomain of D. · · 

Then F (z) is regular in D. 
Corollary 2 Let Conditions 1 and 3 be met while f (~, z) may have 

singularities at the ends of curve y. Iff ( ~. z) is continuous in ( ~. z) at 
z ED and ~ 1 E y when ~ does not belong to the ends of y and Condi­
tion 4 is met, then F (z) is regular in D. 

The proof of Co roll aries 1 and 2 is the same as that of TheorBm 1; 
the integrals in (16.2) can be interchanged due to the uniform con-
vergence of the integral in (16.1). · · 

Theorem 2 Suppose the conditions of Theorem 1 are satisfied. 
Then 

F' (z) = J of~: z) d~, . zED. (16.3) 
'I' 

Proof. Let K be the circle I z --;-a I~ r lying in D and let y' be 
its boundary. Then for I z - a I < r we have 

= \ ( _1 \ I (~. t) dt} d~ ·. \ of (~. z) d~ • 
. J 2:rtt J (t-z)2 J oz 
v ' 'I'' 'I'. 

The order of integration can be interchanged due to the con­
tinuity of the integrand and the finiteness of the curves y and y'. 

Remark. Theorem 2 remains valid when the conditions of Corolla­
ry 1 or 2 are met, and the integral in (16.3) converges uniformly in 
z E D ', where D' is any closed subdorii~~ii of D. · · 
8-016U 
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16.2 The analytic properties of integral transformations The 
most widely-used integral transformations in mathematical physics 
are the Laplace, Fourier, and Mellin transformations. 

Let a function f (t) be defined on the semi axis t ~ 0. Its Laplace 
transform is defined thus: 

00 

F (z) = j e-ztf (t) dt. (16.4) 
0 

Theorem 3 Let the junction f (t) be continuous for t > 0. Suppose 
it satisfies the estimate 

I i (t) I~ ceat, t > o. (16.5) 

Then its Laplace transform F (z) is a function regular in the half­
plane Re z >a. 

Proof. We will use Corollary 1 of Theorem 1. Conditions 2 and 3 
of Theorem 1 are met. Let 6 > 0 and Re z > a + 6, t>O. Then 

1 f (t) e-zt 1 ~Ce<a-Rez)t~Ce-6t. 

ao 

Since the integral J Ce-Mdt is convergent, we see, from Weierstrass's 
0 

test, that the integral in (16.4) converges uniformly in z at Re z> 
a + 6 and the function F (z) is regular in the half-plane. Since 
6 > 0 is arbitrary, the function F (z) is regular at Re z >a. 

The Fourier transform of a function f (t) defined on the real axis is 
given by the following formula: 

00 

F (z) = j eiztf (t) dt. (16.6) 
-00 

Theorem 4 Suppose the function is continuous for -oo < t < oo 
and satisfies the estimates 

I! (t) I ~C1e-at, t>O, 

If (t) I~C2e~ 1 , t~O, 
(16.7) 

where a > 0 and ~ > 0. Then its Fourier transform F (z) is a function 
regular in the strip -a < Im z < ~· 

Proof. We split the integral in (16.6) into two integrals: 

00 0 

F(z)= J eiztf(t)dt+) eiztf(t)dt=Fdz)+F2 (z). 
0 -oo 

In view of condition (16.7) and Theorem 3, the function F 1 (z) is 
regular in the half-plane Re (-iz) >- a and the function F 2 (z) 
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in the half-plane Re (iz) >- ~· The proof of the theorem is complete. 
In particular, if f (t) is finite, i.e. f (t) iiii5: 0 at I t I > T, and 

continuous at I t I~ T , its Fourier transform is an entire function. 
This follows from Theorem 1, since in this case 

T 

F (z) = ) eiztf (t) dt. 
-T 

The Mellin transform of a function f (t) defined on the semiaxis 
t > 0 is defined by the following formula: 

"" 
F:(z) = ) tz-t f (t) dt. (16.8) 

0 

Here [Z = ez In t' t > o. 
Theorem 5 Let the function! f (t) be continuous at t > 0 and satisfy 

the estimates 

I I (t) I~ C1ta, o < t~ 1. 
I I (t) I~ C2tr>, 1~ t < oo, 

(16.9) 

where a > ~· Then its Mellin transform is a function that is regular in 
the strip -a < Re z < -~. 

Proof. We split the integral in (16.8) into two integrals: 

I "" 

F(z)= 1 tz-tj(t)dt+) t1 - 1/(t)dt=:Fdz)+F2 (z). 
0 1 

Suppose 0 < t~ 1 and Rez:;;;::,- a+ 8, 8 >0. Then 

I t'-1 I (t) I~ C1ttJ-1• 

1 

Since ! til-l dt converges for 8 > 0, by Weierstrass's test the 
0 

integral F 1 (z) is uniformly convergent in z for Re z> - a + 8. By 
Corollary 2, the function F 1 (z) is regular in the half-plane Re z > 
-a. 

Next, for t >= 1 and Re z~ -~- 8, 8 > 0, we have 

I I tZ-Ij (t) ~~ C2t-tJ-I. 

00 

From the convergence: of the integral J t-tJ-1dt and Corollary 1 it 
1 

follows that F (z) is regular in the half-plane Re z~ < -~. The proof 
of the theorem is complete. 

The Fourier and Mellin transforms are related through the fol· 
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~9wing form,ula: 

[111 (! (t))l (z) = [F (! (et))l ( -iz), :· {16.10) 
'. ' ) . 

where [M (cp (t))l (z) is the Mellin transform and .[F (cp (t))l (z) is 
the Fourier transform of the function cp (t). Indeed, by making the 
substitution t = e' we obtain 

00 00 

'"''·! 
[M (! (t))J (z) = ~ t•-tt (t) dt = ~ .e••j (e-r:) d-r: 

0 -oo 

(here we assume that all the integrals converge). The last integral 
poincides with the right-hand side of (16.10). 

In particular, employing (16.10), we can derive Theorem 5 from 
Theorem 4. 

16.3 The analytic continuation for the· 'gamma function The 
gaJ:nma junctiOn f (x) for real X > 0 is defined 'by the forrljtil~' . 

. \ ' . . 
00 

r (x) = ) tx-te-i dt' (16.11) 
0 

and is the Mellin transform of e-t. (This function was introduced by 
Euler to interpolate the factorial function n!.) Let us consider the 
integral · · · ·' 1 '· • · · 

rr (z) =I t·-te-'1 dt' . . 
0 

(16.12) 

r . ,-- \ ' f ~ 

We have e-1 :::;;;, 1, 0:::;;;, t::;;;, 1, and e-t:::;;;, c13t-l3, t> 1, where ·~ is 
real and positive, but otherwise arbitrary. By Theorem 5, the func­
tion r (z) is regular in the strip 0 < Re z < ~ for any·.~ > 0, so 
that T (z) is regular in the half-plane Re z ·> 0. Thus, we. have found 
the analytic continuation of r (x) from the semiaxis (0, + oo) into 
the right half-plane. · 
. -·For real x > 0 the gamma function satisfies the fbllowingfunction­
al relationship: 

r (x + 1) = xr (x). 

By the uniqueness theorem, 

r (~ + 1) = zr (z) 

at Re lt> 0, so tha:t 
' I I 

. · f(z)==! f(z+1), · Rez>O. (16.13) 
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The function r (z + 1) is regular in the half-plane Re z > -1. 
Hence, the function on the right-hand side of (16.13) is regular in 
the domain D1 = {Re z > - 1, z =I= 0} and, hence, r (z) is con­
tinued analytically into D 1 . But now the right-hand side of (16.13) 
is regular in the domain D 2 = {Re z > -2, z =I= 0, z =I= - 1 }, and 
we have continued analytically the gamma function into D 2 . Con~ 
tinuing this reasoning, we arrive at the following result: · 

The gamma function allows analytic continuation into the entire 
complex plane with the points z = 0, -1, -2, ... deleted. 

· This method of analytic continuation is based on the functional 
relationship (16.13) and therefore has a very restricted area of appli­
cation. Here is another, more general, method. We split the inte­
gral in (16.12) into two: 

[1 :co 
f(z)= ~ tz-te-1dt+ .\ tz-te- 1 dt=F{(z)+F2 (z). ('16.14) 

0 ! 1 

By Theorem 5, the function F2 (z) is an entire function and f 1 (z) is 
a regular function for He z > 0. Hence, we need only continue 
analytically the. function F1 (z); 

To this end we expand e-1 in a Taylor series: 
' ' ' . . 

00 

n=O 

This series conyerges uniformly at 0 =:::;;; t =:::;;; 1. If we multiply it 
by tz-t,· with Re z > 1, the new series will also be uniformly conver-
gent at o::::;;; t=:::;;; 1. We have . 

1 00 00 

Ft(z) = ) tz-1 2} ( ~:)n t" dt ~ (::~n :r (Re z;d). (1.6.15) 
0 n=O n=O 

The terms (:+f~n :, of the last series are regular in the entire com­

plex plane except at the points z = 0, -1, -2 .... Let DP be 
the complex z plane with the p-neighborhoods of the points z = 0 
_;1, ---'-2,''.1 ••• deleted. Then 11/(z + n) 1::::;:; 1/p at .. z EDP, and th~ 
series on the right-hand side of (16.15) is uniformly convergent at 
z E Dp, so that the sum. of the Series is regular in the complex z 
plane with the points z = 0, -1, -2, ... deleted. Thus, the formula 

00 00 

f(z)= ~ _(-f)n - 1-+ ~ tZ-fe-tdt 
LJ rtz+n n! J 

n=O] 1. 

(16.16) 

gives the analytic continuation of the gamma function onto the 
entire complex plane with the points z = 0, -1, -2, ... deleted. 
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16.4 The analytic continuation for the Laplace transform We 
will now study another important method of analytic continuation 
of functions defined through integrals, the method of rotation of 
the integration contour. 

Theorem 6 Suppose that a function f ( ~) is regular and bounded 
in the angle I arg ~I~ a< n/2. Then its Laplace transform F (z). can 
be continued analytically onto the angle I arg z I < n./2 + a. 

Proof. We consider the integral 

Fjj (z) = ~ e-zCJ (~) d~, (16.17) 
li3 

where Z13 is the ray 0 ~ I ~ I < oo, 
arg ~ = -~.with 0~ ~ < a.We wish 
to show that 

00 

Ftl(x)=F0 (x)= ~ e-:c1j(t)dt 
0 

(1.6.1.8) 

Fig. 51 at x >0. Consider the closed contour C n 
consisting of the segments [0, R] and 

[Re-il3, 0] and the arc '\'R : I ~ I = R, -~ ~ arg ~ ~ 0 (Fig. 51). 
By Cauchy's integral theorem, 

) e-xtj (~) d~ = 0. 
CR 

We must show that the integral along I'R tends to zero as R- oo. 
By hypothesis, If(~) I~ M at 0~ I~ I< oo and I arg ~I~ a. 
Moreover, ~ = Reiq>, -~~ c:p~ 0, at ~ E I'R· Hence 

~ e-xtt(~) ds \~M ~ I e-xt II d~ I 
VR VR 

0 

= M R ~ e-xR cos (j) dc:p < M R~e-xR cos I' - 0 
-13 

(R-oo, x >0). Going over to the limit as R-oo in the identity 
R 0 

( ~ + ~ + ~ ) e-xtj (s) d~ = 0, 
0 VR Re-il3 

we arrive at (16.18). Moreover, since ~ = pe-il3, 0~ p < oo, on 
ray 113 , we have 

00 

p 13 (z)= ~ e-P(ze-il3>j(pe-il3)e-il3dp. 
0 
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Employing the fact that I I (pe-iB) I:::;;; Mat 0:::;;; p < oo, we obtain, 
via Theorem 3, that the function F ~ (z) is regular in the half-plane 
Re (ze-il3) > 0, while the function F 0 (z} is regular in the half-plane 
Re z >0. We put 

{ F0 (z), Rez > 0, 
<l> (z) = F ~ (z), Re (ze- il3) > 0. (16.19) 

Since F 0 (x) = FB (x) at x > 0, the function <l> (z) is regular in the 
union of the half-planes Re z > 0 and Re (ze-'13) > 0, i.e. in the 
angle -:n:/2 < arg z < :n:/2 + ~· But ~ is any number such that 
():::;;; ~ < a. Hence, we have continued analytically the function F (z) 
into the angle -:n:/2 < arg z < :n:/2 + a. Similarly, by selecting ~ 
in such a way that -a:=:;;; ~ < 0, we find that F (z) can be continued 
analytically into the angle -n/2 - a < arg z < :n:/2. The proof of 
the theorem is complete. 

Example 1. Consider the function 

The function I ( ~) = 1/(1 + ~) is regular and bounded in any angle 
I arg ~ I~ a< :n:/2. Hence F (x) allows analytic continuation into 
the angle I arg ~ I < :n:/2 +a, i.e. into the complex plane with 
a cut along the semiaxis (-oo, O]. 0 

16.5 The Cauchy integral An integral given by the [formula 

F (z) = - 1-. \• ...1.fQ_ d~ 
2m • ~-z 

(16.20) 
'\' 

is known as the Cauchy integral. We will study its analytic properties 
under the assumption that I ( ~) is continuous on curve y. 

(1) Suppose y is a finite curve. Then the complement of y consist~ 
of a finite or infinite number of domains. In each of these domains 
the Cauchy integral, by Theorem 1, is a regular function. But general­
ly these regular functions are different, i.e. they are not analytic 
continuations of each other. For instance, 

1 r 1 { 1, I z I < 1, 
2n i J 6- z d~ = o, 1 z 1 > 1. 

It; 1=1 

First let us show that the function represented by a Cauchy inte­
gral is regular at the point at infinity. Making the substitution z = 
w-1 and assuming that F (z) = G (w), we obtain 

G(w)= 2~, I /(~) d~ , •• J ~w-1 · 
'\' 



120 Regular Functions 

Since '\' is a finite curve, the denominator ~ w - 1 is nonzero for 
small w's and, by Theorem 1, the function G (w) is regular at point 
w = 0. 

(2) Suppose '\' is an infinite curve. For the sake of simplicity 
we will consider the case where '\' is the real axis. Then 

00 

F (z) = - 1- \ _}__. (t) dt. 
· 2nt J .t-z 

-oo 

Let us assume that I (t) satisfies the estimate 

I I (t) I:::::;;; c (1 +It I)-a, · ~oo < t < oo, a > o. 

(16.21) 

(16.22) 

Let us show that formula (16.21) defines two functions, F + (z) 
and F _ (z), regular in the half-planes Im z > 0 and Im z < 0, re~ 
spectively. We will use Corollary 1. Let us consider the case Im z > 0. 
We assume that z = x + iy lies in the semistrip ll : I x I:::::;;; a, 
y > b, with a >0 and b >0. For real t and for zEn we have 
I t- z 12 = (t- x)2 + y2 >t2 - 2 It I a ;?t212 if I t I~ 4a. 
Hence 

I _lli_l ,s:_ C y2 (1 +I t I)-a = g (t} 
t-z ~ It I 

(zEn, I t 1 ~4a). 

Since the integral ) g (t} dt is convergent, by Weierstrass's 
/t/~4a 

test the integral in (16.21) is uniformly convergent in z En. By 
Corollary 1 the function F (z) is regular at z E n, and since we can 
select a> 0 as large as desired and b > 0 as small as desired, the 
integral in (16.21) represents the function F + (z}, which is regular 
in the upper half-plane. We can prove similarly that the integral 
in (16.21) represents F _ (x}, which is regular in the lower half-plane. 

Example 2. Let a function I (z} be continuous on the semiaxis 
t";;> 0 and satisfy the estimate (16.22). Then the Cauchy integral 

00 

F (z)= J :~~ dt 
0 

represents a function that is regular in· the plane with a cut along 
the semiaxis [0, +oo). 0 . · 

(3} If the function I ( ~) is regular on the path of· integration y, 
the Cauchy integral allows analytic continuation across the path of 
integration. The method used in this process consists of shifting the 
integration contour. 
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Example 3. Let 

F (z) = 2~i .\ J~2+1~~(~-zl (I z I< 2). 
li;l =2 

The function F (z) is regular in the circle I z I< 2. We wish to show 
that the function can be continued analytically onto the entire 
complex z plane. We put R > 2. Then 

1 I d~ R) 
FR(z) = 2ni J (~2+1) (~-z) (I z I< . 

1!;1 =R . . 

This function is regular in the circle j z I < R. Let us demonstrate 
that 

F R (z) = F (z) (I z I < 2). (16.23)· 

Thisshouldprove our proposition. The integrand/ (s)=({?+:1)-1 X 
(~- z)-1 is regular in the annulus I z I< I ~ I< oo if I z I> 1, 
since 11(s2 + 1) is regular for all ~ =1= +i. 

Hence, by Cauchy's integral theorem, the integrals along the 
circles I ~ I = 2 and I ~ I = R of the function t ( s) are equal at 
I z I< 2, which proves the validity of (16.23). D 

This example allows the following generalization. Take the Cauchy 
integral (16.20) with "? a simple closed curve. Then this integral 
defines a function regular in the region D 0 , the interior of y. 

Suppose f ( ~) is regular inside a closed domain D bounded by two 
curves, -v' and y, with y' a simple closed curve and "? lying inside -v'. 
Then the formula 

F , (z) = 1- 1-. I f (~)] d~ 
"' , 2m J ~-z 

I v' 

gives the analytic continuation of the function F (z) into the domain 
D', the interior of y'. Indeed, the function f (~)/(~- z) is regular 
in D if z E D 0 , so that by Cauchy's integral theorem 

~f . r ~ d~ = - 1-. I f (~)' 'ds (zED ). 
2m J ~-z 2m .J ~-z • o 

'V' 'V 

The integral on the left-hand side represents a function that is regu­
lar in D', while the integral on the right-hand side is F (z). Hence,. 
£..,, (z) = F (z) (z E D 0 ), and our proposition is valid. 

A similar method can be applied to integrals of the (16.21) type. 
Theorem 7 Let the junction j ( s) be regular in the strip -a::::;:;;; 

Im s::::;:;;; 0 and satisfy the condition 

1/ (~) 1::::;:;;; C (1 + Is I )-a, a> 0 (-a::;;; Iml~::;:;;; 0). 

Then the integral (16.21) allows analytic continuation into the half-
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plane Im z > -a, and the continuation F" (z) is given by the formula 

1 
Fa (z)=-2-. 

lll 
(lm z >-a). (16.24) 

Thus, we have discussed the following methods of analytic conti­
nuation for functions represented through integrals: 

(i) integration by parts; 
(ii) rotation of integration contour; 

(iii) shift of integration contour. 
Other examples of analytic continuation will be considered )in 

Sees. 21 ~and 23. 



'Chapter III 

'The Laurent Series. Isolated Singular 
Points of Single-Valued Functions 

17 The Laurent Series 

17.1 The domain of convergence of the Laurent series A series 
-of the form 

(17.1) 
n=-oo 

·where a is a fixed point in the complex z plane, and the en are given 
,complex numbers, is called a Laurent series. The series is said to 
•t.:onverge at point z if 

(17.2) 

-00 00 

~ Cn (z-a)n= ~ (z~:)n ( 17 .3) 
n=-1 n=i 

~onverg9 at this point, while the series (17 .1) is the sum of the se­
ries (17.2) and (17.3). 

The series (17 .2) is a power series and, hence, its domain of con­
vergence is the circle I z - a I < R (at R = 0 the series (17 .2) is 
convergent solely at point a, while at R = oo its domain of con­
vergence is the entire complex plane). Putting 1/(z- a) = t in 

00 

(17.3}, we arrive at the power series ~ c_ntn, whose domain of 
n=1 

··convergence is the circle I t I < a. Hence, the series (17 .3) converges 
in the domain I z - a I > p, with p = 1/a. If 

p < R, (17.4) 

'then the series ~( 17.1) con verges in the domain 

p) <I z- a I< R, 

which is an annulus centered at point z. 

(17.5) 

At each point lying outside the closed annulus (17 .5) the Laurent 
series (17.1) is divergent, since one of the series, (17.2) or (17.3}, is 
divergent. Thus, if condition (17 .4) is met, the domain of conver­
,gence of the series (17.1) is the annulus (17.5). At the boundary Of 
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this annulus the series may be either divergent or convergent. If 
p > R, the series (17.2) ·and (17.3) ·h·ave no common ·domain of 
convergence and, hence, the series (17.1) is .convergent not at a sin­
gle point. 

Remark 1. From Abel's theorem (see Sec. 11) it follows that in 
each closed annulus p < p1 ~ I z - a I~ R1 < R lying in annu..: 
Ius (17.5) the series (17.1) is uniformly convergent and, by Weier­
strass's theorem (Theorem 4 of Sec. 12), its snm f (z) is regular in the· 
annulus (17.5). The converse is also true (see Theorem 1 in Sec.17.2). 

17.2 Expanding a regular function in a Laurent series 
Theorem 1 A function f (z) that is regular in an annulus D : p < 

I z-a I< R can be expanded 
in this annulus in a Laurent 
series: 

00 

f (z) = 2J Cn (z- at, ( 17.6} 
n=-oo 

where 

1 r t (~) 
Cn= 2=ti J (~-a)n+l d'S, 

I t-a I=Ro 

p < R0 < R, (17.7} 

n = 0, +1, +2, 

Fig. 52 Proof. Consider the annulus-
D1: p1 < lz- al < R1 (Fig. 52). 

We denote the outer and inner boundaries of D 1 by rand r 1 , respec­
tively. Let z be a point lying in D 1 . By Eq. (10.4), 

f(z)=-1-~ I JJQ_ds--1-. I t(~) d'S. (17.8)· 
2m J ~-z 2::r1 J ~-z 

r r1 
Note that (see the proof of Theorem 1 of Sec. 12) 

00 

- 1-. I ..lJ..Q_ ds = " c (z- a) 11 

~~ J ~-z ~ n ' 
r n=O 

1 r 1 (~) 
Cn = 2ni J ('-a)11+l d'S. 

r 

(17.9)· 

(17.10) 

We transform the second term on the right-hand side of (17.8). We· 
have 

00 

1 1 1 " ('-a)k (17 11\ 
[ ~-a J · ~ (z-a)k+l · · f' 

(z-a) 1--- k=O 
· · z-a 
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If ~ E rl, then I~-=: I = lz~al = q < 1 and, hence, by Weier­
strass's test, the series ( 17. H) is uniformly convergent in ~ ( ~ E r 1) 

for each z E D1 • Since/(~) is continuous on f 1 , it is bounded on fp 
This implies that the series 

00 

_ __f__!!J_ _ ~ f (~) (~- a)k 
~-z - LJ (z-a)k+l (17 .12) 

k=O 

is uniformly convergent in~ on f 1 . Integrating the series (17.12) 
·term by term and putting k + 1 = -n, we obtain 

-oo 

-) [~~ d~= ~ Cn (z-a)n, 
r. n=-1 

1 r t <~) 
Cn = 2ni J (~-a)n+l d~. 

r, 

(17.13) 

(17.14) 

Substituting (17 .13) and (17. 9) in. to (17 .8), we fmd an expansion (17 .6) 
that is convergent at each point of the annulus D1 • The expansion 
·Coefficients are given by (17.10) and (17.14). 

By Corollary 2 of Cauchy's integral theorem (see Eq. (9.13)), 
we can take the circle I ~-a I = R 0 , p1 < R 0 < R1 , as the inte­
gration contour in Eqs. (17.14) and (17.10), i.e. formula (17.7) 
holds. Since p1 can be ohosen as close to p as desired and R1 as close 
toR as desired, the series (17.6) converges in the entire annulus D. 
The proof of the theorem is complete. 

17.3 The uniqueness of expansion in a Laurent series 
Theorem 2 The expansion of a function f (z) regular in an annulus 

D : p < I z- a I< R in a Laurent series is unique. 
Proof. Suppose that f (z), which is regular in the annulus D, has 

two expansions in D: 
00 00 

/(z)= ~ cn(z:-a)n= ~ ~n(z-a)n. 
n--~ n=-~ 

(17.15) 

Multiplying both series by (z- a)-m-1 , where m is a fixed integer, 
we obtain 

00 . 00 - . 

~ Cn(z-a)n-m-1= ~ Cn(z....,.-at-m-1. (17.16) 
n==-oo n=-co 

Since the two series in (17.16) converge on the circle I z- a I = R 0 , 

p < R 0 < R, integrating them ·along this circle termwise and 
.allowing for the fact that · · 

r {o, k=F-1 
j (z-a)k dz =· 2ni, k = _ 1 (k an integer), 

I z-a I=Ro 
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we find that em = ~m for each integral m. The proof of the theorem 
is complete. 

From Theorem 2 it follows that the expansion coefficients in the· 
Laurent series of a given function do not depend on the way in which, 
they are obtained. 

Example 1. The function 
1 

j (z) = (1-z) (z+2) 

is regular in the following domains: D 1 : I z I < 1, D 2 : 1 < I z I < 
2, and D 3 : I z I > 2. Let us find the Laurent expansions for­
/ (z) in these domains. We express f (z) as a sum of two partial frac­
tions: 

1 . 1 1 ) 
j(z)=3( 1-z + z+2 · 

If I z I < 1, then 

while if I z I> 1, then 

1 
1-z 

00 

1 
1-z = 

n=O 

1 

Similarly, in the circle I z I< 2 we have 

while if I z I > 2, then 

1 1 

z+2 - z ( 1+: } 

00 

23 z~ • 
n=1 

(17.17) 

(17.18) 

(17.19) 

(17.20) 

(17.21) 

(a) By virtue of Eqs. (17 .17), (17 .18), and (17 .20), the function 
j (z) in the domain D 1 : I z I < 1 can be expanded in the following 
Laurent series: 

00 

~1[ (-1)n]n f (z) = LJ 3 1 + 2n+1 z . 
n=O 

This is simply a Taylor series. 
(b) In D 2 : 1 < I z I< 2 the expansion of j (z) in a Laurent series 
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(see Eqs. (17.17), (17.19), and (17.20)) has the following form: 
00 00 

f(z)= ~ ( -{-) z~ + ~ <;/d::; · 
n=i n=O 

This series contains both positive and negative powers of z. 
(c) In D 3 : I z I > 2 the function f (z) can be expressed as a Lau­

rent series with only negative powers of z (see Eqs. (17.17), (17.19), 
and (17.21)): 

00 

_ "" (-i)n-12n-1_1 
f ( Z) - L.J 3zn • 0 

n-1 

Remark 2. Note the link between a Fourier series and a Laurent 
series. Suppose function f (z) is regular in the annulus 

~'>1 < I z I< 1 + 62, (0::::;:; 61 < 1, 62 > 0), (17.22) 

which contains the unit circle I z I = 1. Then we can express this 
function as a Laurent series: 

n=-oo 

whence, putting z = ei«P, we arrive at the Fourier expansion of the 
function 

00 

F (rp) = f (ei«P) = L Cneincp. (17 .23) 
n--oo 

Conversely, if we can represent a function F (rp) in the form 

where f (z) is regular in the annulus (17.22), the series in (17.23) is 
the Fourier series for F (<p). 

17.4 Cauchy's inequalities for the coefficients of the Laurent 
series 

Theorem 3 Let a junction f (z) be regular in an annulus D : p0 < 
I z - a I < R 0 • Then the coefficients of the Laurent series 

00 

f (z) = 2j Cn (z- a)" 
n=-oo 

for f (z) in D satisfy the following inequalities: 

n=O, ±1, ±2, ... , (17.24) 
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where M = max I f (z) I, with YR : I z - a I = R and Po< 
zEvR 

R < R 0 • The inequalities (17.24) are called Cauchy's inequalities 
for the coefficients of the Laurent series. 

Proof. Employing (17.7), we find that 
f (~) M I M 

l~-aln+l ids!< 2nRn+l J Ids I = Rn • 
lb-ai=R 

18 Isolated Singular Points of Single-Valued Functions 
18.1 Classification of isolated singular points of single-valued 

functions · 
Definition 1. Suppose we have a single-valued function f (z) that 

is regular in an annulus 0 < I z - a I < p but is not regular at point 
a (a =I= oo ). Then point a is said to be an isolated singular point of 
f (z), or simply· an isolated singularity. 

The annulus 0 < I z - a I < p, i.e. the circle I z - a I < p 
with its center deleted, will sometimes be called a punctured neigh-
borhood (If point a. · · 

Similarly, the point at infinity is said to be an isolated singular 
point (isolated singularity) of the function f (z) if the latter is regular 
in the domain p< I z I< oo. 

Depending on the way in which f (z) behaves near poil\t a three 
types of isolated singular points are distinguished. 

Definition 2. An isolated singular point of a single-valued func­
tion f (z) is 

(a) a removable singular point if lim f (z) exists and is finite; 
z-+a 

(b) a pole if lim f (z) = oo; 
z-+a 

(c) an essential singularity if lim f (z) does not exist. 
z-+a 

Example 1. For the function f (z) = sin z/z point z = 0 is a remo­
vable singular point sincf f (z) is regular at z =I= 0 and 

z2 . z-m+ ... 
lim~= lim-----
z .... o z Z-+0 z 1. 0 

Example 2. For the function /'(z) = z/(z + 1) point z = ;_ 1 is 
a pole because f (z) is regular at z =I= - 1 and lim f (z) = oo. 0 

Z-+-1 

Example 3. The point z = oo is an essential singularity for ez, 
sin z, and cos z since all these functions are regular in the entire 
complex plane and do not have a limit as z-+ oo. Indeed, lim eX= 

z~+oo 

oo and lim eX . 0, while both sin x and cos x have no limit 

as x-+ oo. 0 
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Example 4. For the function f (z) = e11z' the point z = 0 is an essen­
tial singularity because f (z) is regular at z =!= 0 and has no limit as 
Z-+ 0. Indeed, if z = x, then 

lim f (z) =lim et!x• = oo, 
%-+0 X-+0 

while if z = iy, then 

limf(z)=lime- 1 1Y2 =0. D 
z-o y-o 

18.2 The Laurent series in a neighborhood of a singular point 
Suppose we have a function f (z) that is regular in an annulus 

K : 0 < I z - a I < p. Then we can expand this function in the 
following Laurent series: 

oc 00 

( 18.1) 
n=O n=l 

which cou verges in K. 
Definition 3. The series (18.1) is called the Laurent series of func­

tion f (z) in a neighborhood of point a, while the two series 
00 

ft (z) = ~ (z~:)n , (18.2) 
n=i 

00 

f2 (z) = ~ Cn (z-a)n (18.3) 
n=O 

are called, respectively: the principal part and the regular part of the 
series (18.1). 

Suppose a function f (z) is represented in a neighborhood of the 
point at infinity, i.e. in the domain R < I z I< oo, by a conver­
gent series 

(18.4) 
n=-oo 

Definition 4. The series (18.4) is called the Laurent series of func­
tion f (z) inaneighborhoodofthepoint at infinity, while the two series 

00 

ft (z) = ~ Cnzn, (18.5) 
n=i 

00 

/2 (z) =co+ ~ 
n=I 

(18.6) 

are called, respectively, the principal part and the regular part 
of the series ( 18.4). 

9-01641 
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Remark 1. The principal part of a Laurent series in a neighborhood 
of a point a (both finite and at infinity) is, by definition, the sum 
of those and only those terms of the Laurent series that tend to infin­
ity as z--* a. 

The principal part of a Laurent series is a function that is regular 
in the entire complex plane except at point a, while the regular part, 
i.e. the difference between. the function I (z) and the principal part 
11 (z), is a function regular at point a. 

Example 5. The Laurent series of the function 1 (z) = z2e11z in 
a neighborhood of point z = 0 is 

f (z) = z2 ( 1 + ~ + ... + nlizn + ... ) 
00 

0 1 + ~ 1 = z- + z + -2 --,---,--,,-:-;---::z-
(n+2>! zn ' 

(18. 7) 
n=i 

and, hence, the principal part of the series (18. 7) in a neighborhood 
point z = 0 is 

00 

n=i 

while the regular part is f 2 (z) = z2 + z + 1/2. 
The series (18.7), which converges in a neighborhood of the point 

at infinity (this series is convergent in the entire finite plane with 
point z = 0 deleted) is the Laurent series of I (z) in a neighborhood 
of point z = oo. The principal part of the series (18. 7) in a neighbor­
hood of point z = oo is z2 + z and the regular part is 

00 

1--l-" 1 
7' LJ (n+2)tzn • D 

n=i 

Example 6. Let us find the Laurent series of 

f (z) =cos _z_ 
z+1 

in a neighborhood of the point z = -1. We have 

f (z) =COS ( 1- z~ 1 ) =CO~d X cos z~i +sin 1 X:: sin z~ 1 . 

Employing the well-known expansions for cos z and sin z, we 
arrive at the Laurent series of I (z) in a neighborhood of point z = 
-1: 

z sin 1 cos 1 
f(z)=COS z+i =cos1+ z+i- 2!(z+t)z 
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sin 1 . n cos 1 
- 31 (z-t-1)3 + · · · +(-l) (2n)! (z+1) 2n 

n sin 1 
+(-f) (2n+1)l(z+1J2n+l+··· · D (18.8) 

Example 7. To find the regular part g2 (z) of the Laurent series of 

the function g (z) = z2 cos --!--1 in a neighborhood of point z = z-, 
-1, we expand z2 in a Taylor series in powers of z + 1. This 
yields 

z2 = [ (z, + 1) - 1 )2 = (z + 1 )2 - 2 (z + 1) + 1. (18.9) 

Multiplying expansions (18.8) and (18.9), we find that 

g2 (z)= co; 1 -2sin1+(sin1-2cos1)(z+1)+cos1x(z+1)2. D 

Example 8. To find the principal part /1 (z) of the Laurent series 
of the function f (z) = 1/(z2 + 1) in a neighborhood of point z = i, 

we represent this function in the form f (z) = ~ g (z), where 
Z-1 

1 1 . 
g(z)=-+. =-2. +a(z-~)+ •.. 

Z I I 

Hence, 
1 1 

ft(Z)=-2. ~- D 
I Z-1 

Example 9. The principal part of the Laurent series of 
z6 

f(z)= (z2+1)(z2-4) 

in a neighborhood of point z = oo is z2 because f (z) = z2 + 3 + 
g (z), where g (z) is a proper rational fraction (a function that is 
regular at the points at infinity). 0 

18.3 A removable singular point 
Theorem 1 An isolated singular point a of a function f (z) is 

removable if and only if the principal part of the Laurent series of this 
junction is identically zero in a neighborhood of point a. 

Proof. Necessity. Suppose point a is a removable singular point of 
f (z). By the definition of a removable singular point, 

lim f (z) =A =F oo ("18.10) 
z-+a 

and, hence, f (z) is regular and bounded in a punctured neighborhood 
of point a, i.e. 

1 I (z) I~ M, 0 < I z --a I< p. (18.11) 
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If 0 <PI< p, then (18.11) and Cauchy's inequalities (Eq. (17.24)) 
imply 

M 
lcnl~-n (n=O, ±1, +2, ... ). 

P1 
(18.12) 

Since in this formula we can select p1 as small as desired and since 
the Cn do not depend on PI• we can write Cn = 0 for n = -1, -2, ... , 
i.e. the principal part of the Laurent series of f (z) in a neighborhood 
of point a is identically equal to zero. 

Sifficiency. If the principal part of the Laurent series of f (z) in 
a neighborhood of point a is identically equal to zero, then 

f (z) = c0 + ci (z- a) + c2 (z- a)2 + ... , (18.13) 

with the series (18.13) converging in an annulus 0 < I z - a I < p. 
But this power series converges in the entire circle I z - a I < p 
and, hence, lim f (z) = c0 , i.e. point a is a removable singular 

point of f (z). 
The above proof implies that condition (18.10) can be replaced by 

condition (18.11). We have therefore arrived at 
Theorem 2 An isolated singular point a of a function f (z) is remov­

able if and only iff (z) is regular and bounded in a punctured ;neighbor­
hood of point a. 

Remark 2. If we continue the function f (z) to point a via the con­
tinuity of f (z), i.e. f (a) = lim f (z) = c0 , we arrive at a func-

tion that is regular at a: 
00 

f(z)= 2J Cn(z-a)", lz-al <p. 
n=O 

This fact justifies the term "removable singular point". For this rea­
son we will often consider removable singular points as regularity 
points. 

Example 10. The function 

(eZ-1)' 
f (z) = 1-cos: 

is regular at point z = 0 since it is regular in a punctured neighbor­
hood of this point and, as z.-. 0, 

which implies that lim f (z) = 2, or f (0) = 2. D 
Z-+0 

Example 11. The function f (z) = cot z- 1/z is regular at z = 0 
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since 

cot z = c~s z =o 
Slll z 

where g (z) is regular at point z = 0. 0 
18.4 A pole 
Theorem 3 Point a =I= oo is a pole of a function f (z) if and only 

if this function can be represented in the form 

f (z) = (z- atm 'I' (z), 'I' (a) =I= 0, (18.14) 

where 'I' (z) is regular at point a, and m is a positive integer (m is called 
the order of pole a of f (z)). 

Similarly, the point z = oo is a pole of a function j (z) if and only if 
this function can be represented in the form 

f (z) = zmh (z), h (oo) =I= 0, (18.15) 

where h (z) is regular at point z = oo, and m is a positive integer 
(called the order of pole z = oo of j (z)). 

Proof. Suppose a =I= oo is a pole of f (z). Then f (z) is regular in 
a punctured neighborhood of point a and lim f (z) = oo, which 

:-+a 

implies that 

If (z) I> 1 (18.16) 

in an annulus K : 0 < I z - a I < p (we select p in such a way that 
f (z) is regular in K). 

Consider the function g (z) = 1 /f (z). It is regular in K since f (z) 
is regular in K and does not vanish in this annulus by virtue of 
(18.16). Hence, a is an isolated singular point of g (z). From (18.16) 
it follO\'iS that I g (z) I< 1 inK and, by Theorem 2, we find that a is 
a removable singular point of g (z). Putting 

g(a)=lim-1
1() =0, 

z-a Z 

we find that g (z) is regular in the circle I z - a I < p and point a is 
a zero of g (z). 

Let m be the order of this zero. By Theorem 6 of Sec. 12 (Eq. (12.36)), 
g (z) = (z- a)mh (z), where h (z) is regular at point a, h (a) =1= 0. 
This yields 

1 f (z) = --g(zf = (z-a)-m 'I' (z), 

where 'iJ (z) = 1/h (z) is regular at a, 'iJ (a) = 1/h (a) =1= 0. 
Conversely, Eq. (18.14) implies that f (z) is regular in a punctured 
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neighborhood of point a and lim f (z) = oo, i.e. z = a is a pole 

of f (z). 
~ow suppose that z = oo is a pole off (z). As in the case of a finite 

point, z = oo is a zero of the function g (z) = 1/f (z). To conclude the 
proof we need only apply Theorem 6 of Sec. 12 (Eq. (12.39)). 

Corollary 1 An isolated singular point a =I= oo of a function f (z) 
is an mth order pole of this function if and only if the followmg as­
ymptotic formula is valid: 

f (z),....., A (z- a)-m, A =I= 0 (z-+ a). (18.17) 

A similar formula is valid in the case where the point at infinity 
is an mth order pole of f (z): 

f (z) ,....., Bzm, B =I= 0 (z-+ oo ). (18.18) 

The definitions of the order of a pole and the order of a zero (or 
Eqs. (18.17), (18.18), (12.40) and (12.41)) imply that an mth order 
pole can be thought of as a zero of negative order, -m. 

Theorem 4 An isolated singular point a of a function f (z) is a pole 
()f this function if and only if the principal part of the Laurent series 
of f (z) in a neighborhood of point a consists only of a finite number 
()f terms. 

Proof. Suppose that point a =I= oo is an mth order pole of f (z). 
Then Eq. (18.14) is valid. Expanding 'ljl (x) in a Taylor series in 
a neighborhood of point a, we obtain for f (z) a Laurent series in the 
same neighborhood: 

f(z)= ( c_m)m + ... +~+c0 +c1 (z-a)+··· . (18.19) z-a z-a 

m 

Its principal part f 1 (z) = ~ (z~:)k contains only a finite num-
k=i 

her of terms (the number of terms no higher than m) with c_m =I= 0, 
where m is the order of pole a. 

Conversely, from (18.19)it follows that Eq. (18.14) isvalid; hence, 
a is an mth order pole off (z). We have thus proved the theorem 
for the case of a finite pole. If point z = oo is a pole off (z), we need 
only employ Eq. (18.15). 

Example 12. For the function f (z) = 1/sin (1/z) the points zk = 
1/kn (k = +1, ±2, ... ) are first order poles since the function 
g (z) = 1/f (z) = sin (1/z) is regular at z =I= 0 and points Z~t are first 
order zeros of g (z) (g' (z~t) =I= 0). Hence, point z = 0 is a nonisolated 
singular point (a limit or accumulation point for the poles). On the 
other hand, point z = oo is a first order pole of f (z) since f (z),....., 
z(z-+ oo). 0 

Example 13. For the function f (z) = (1 -cos z)/(ez - 1)3 the 
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point z = 0 is a first order pole since both <p (z) = 1 - cos z and 
ljJ (z) = (e 2 - 1)3 are regular in a neighborhood of z = 0 and. as 
Z-+ 0, we have 1- cos z,_. z212 and (ez -1)a,_, z3 , i.e. f (z)-
1/2 z. The points z11 = 2kni (k = +1 , +2, ... ) are third order 
poles of f (z) since they are third order zeros of the function ljJ (z), 
while <p (z11 ) =1= 0. The point z = oo is a nonisolated singular point 
(a limit or accumulation point for the poles) of f (z). 0 

18.5 An essential singularity 
Theorem 5 An isolated singular point a of a function f (z) is c.n 

essential singularity of this function if and only if the principal part of 
the Laurent serieH off (z) contains an infinite number of terms in a nei­
ghborhood of point a. 

The proof follows from Theorems 1 and 4. 
Example 14. Point z = 0 is an essential singularity of the func­

tion 
oc 

f (z) = el/z = S 
11=0 

since the principal part of the Laurent series of e112 contains an 
infinite number of terms. 0 

Example 15. Point z = oo is an essential singularity of the func­
tion 

00 

" z2n f(z)=COSZ= L.J (-1)" (2n)! 
n=O 

since the principal part of the Laurent series of cos z contains an 
infinite number of terms in a neighborhood of point z = oo. 0 

The behavior of a function in a neighborhood of an essential sin­
gularity is governed by 

Theorem 6 (Sochozki 's theorem) Let point a be an essential 
singularity of a function f (z). Then each complex number A has corre­
sponding to it a sequence of points { Z11 } that converges to point a and 
lim f (z11 ) =A. 
n-+oo 

Proof. (1) A = oo. Note that there is not a single neighborhood of 
point a in which f (z) is bounded, since otherwise point a, by Theo­
rem 2, would be a removable singular point. This means that for 
Bach positive integer n there is a point z11 in the annulus Kn : 0 < 
I z- a I< 1/n such that If (zn) I> n, i.e. Zn-+ a and f (z11 )-+ 
-oo as n-+ oo. 

(2) A =I= oo. Note that if for each positive e and each positive 6 
there is a point z6 (0 < I z6 -a I< 6) such that If (zn) -A I< e, 
the theorem is valid (it is sufficient to take e = 1/n and t5 = 1/n, 
n = 1, 2, ... ). 
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Suppose the above statement is not true. Then there is a positive Eo 

and a positive fJ 0 such that for all z: 0 < I z- a I < 60 we have 

If (z) -A I> E0• (18.20) 

Take the function 
1 

g(z)= f(z)-A 

From (18.20) and (18.21) we have 
1 

lg(z)l~-, 0<1z-al<60• 
Bo 

(18.21) 

(18.22) 

Since a is an isolated singular point of f (z), it is an isolated singu­
lar point for g (z), too (g (z) =I= 0 in the annulus 0 < I z- a I< 6 0 

by virtue of (18.20)). 
By Theorem 2, point a is a removable singular point of g (z) and, 

hence, 

limg(z)=B. (18.23) 

From (18.21) we have 
1 

f(z)=A+~, 0<1z-al<60 , (18.24) 

while from (18.20) and (18.24) it follows that lim f (z) does indeed 
Z-+<l 

exist (it is finite if B =1= 0 and infinite if B = 0), i.e. point a is either 
a removable singular point of f (z) or a pole, which contradicts the 
hypothesis of the theorem. The proof of Sochozki's theorem is com­
plete. 

We will now formulate a deeper theorem that characterizes the 
behavior of a function in a neighborhood of an essential singu­
larity. 

Theorem 7 (Picard's second theorem) In any neighborhood of an 
essential singularity the function with such a singularity admits any 
value (and an infinite number of times) with the exception of, perhaps, 
one value. 

We will illustrate Picard's second theorem with two examples. 
Example 16. Point z = oo is an essential singularity of the func­

tion f (z) = e2 (see Example 3). Consider the equation 

ez = A (A =I= 0). (18.25) 

This equation has the following solutions: 

z~~. = ln I A I + i (arg A + 2kn), (18.26) 

where arg A is a fixed value of the argument of A, and k = 0, ±1, 
±2, . . .. From (18.25) and (18.26) it follows that in any neighbor-
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hood of point z = oo there is an infinite number of points zk at which. 
the function e' admits a value equal to A (A =I= 0). This function does 
not admit the value A = 0 (such a value is said to be exceptional' 
for ez). 0 

Example 17. Point z = oo is an essential singularity of j (z) = 
sin z, and for each A there is an infinite number of solutions for· 
the equation sin z = A: 

zk = ~ ln (iA + V 1- A2) + 2kn (k an integer). 
! 

Hence, sin z has no exceptional values. 0 
In conclusion of this section we will Jiscuss a number of examples; 

connected with the problem of determining the type of an isolated 
singular point. 

Example 18. Suppose two functions, j (z) and g (z), are regular at 
a point a, with g (z) =1= 0. Then for the function F (z) = j (z)lg (z)· 
point z = a is either a pole or a point of regularity. Indeed, if g (a) =I= 
0, then F (z) is regular at z = a. If point z = a is an mth order zero· 
of g (z) and j (a) =1= 0, then a is an mth order pole ofF (z). Finally, 
if point a is an nth order zero of j (z) and an mth order zero of g (z), 
then at n ~ m the function F (z) is regular at point a, while at n < m 
point a is an (m - n)th order pole of F (z). 

For instance, the function tan z is regular in the entire complex 
plane except at points zk = n/2 + kn (with k an integer), which are 
first order poles. Similarly, the function cot z has first order poles at 

the points :;k = kn (with k an integer) and no other finite singular 
points. 0 

Example 19. For a rational function R (z) = Pn (z)!Qm (z), where 
Pn (z) and Qm (z) are polynomials of, respectively, the nth and mth 
degrees without common zeros, the zeros of the denominator Qm (z), 
are the only points that are the poles of R (z), i.e. R (z) has no other 
singular points in the finite complex plane. The point at infinity, 
z = oo, is a singular point, namely, an (n- m)th order pole if n >­
m and a point of regularity if n:::;;; m. 0 

Example 20. Suppose point z = a is an essential singularity of 
a function j (z). Then the same point is either an essential singular­
ity or a nonisolated singular point (a limit or accumulation point 
of poles) of the function g (z) = 1/j (z). Indeed, if there is an annu­
lus 0 < I z - a I < B in which j (z) =I= 0, then point a is an isolated 
'singular point, precisely, an essential singularity, of g (z). (An 
example: j (z) = e11Z, g (z) = e-1/z, z = 0.) But if in any neighbor­
hood of point a there are zeros of j (z), then for g (z) these points are 
poles and, hence, z = a is a limit or accumulation point of poles. 
of the function g (z). (An example: j (z) = sin (1/z), g (z) = 
= 1/sin (1/z), z = 0.) 0 

Example 21. For the function j (z) = e1/sin• the points z" = krc 
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(k = 0, ±1, +2, ... ) are essential singularities. Indeed, sin z.-­
(-1)h(z- /m) as z --+ J.m. Suppose k is even. Then sin z --+ +0 
and f (z) --+ + oo as z = x --+ kn + 0, but sin z--+ -0 and f (z) --+ 0 
as z = x-+ kn- 0. i.e. f (z) has no limit at point zk. The case of odd 
k's can be considered in a similar manner. The function f (z) has no 
other singular points in the finite plane. The point at infinity, z = oo, 
is a limit or accumulation point of essential singularities off (z). 0 

Now we will generalize the result of Example 21. 
Example 22. Let us show that if point z = a is a pole of a function 

f (z), then for the function g (z) = e1<z> this point is an essential 
singularity. 

Suppose m is the order of the pole. Then, according to Eq. (18.17), 
we have f (z) .-.-A (z- a)-m, A =I= 0 (z-+ a). Putting A I A I eia 
and z - a = reia, we obtain 

(18.27) 

Let us consider the ray l1 : z - a = reiq;,, where cp1 = aim. Then 
(18.27) implies that f (z),....... I A lr-m (r-+ 0, z E l1), whence 
lim g (z) = oo. Similarly, on the ray z- a = rei<i'2 , 

z~a. zt I) 
where cp 2 = (a+ rt)/m, we have f (z),....... -I A I r-m and, hence, 
lim g (z) = 0. All this means that the function g (z) has no 
z-a, zEI2 
limit as z-+ a, i.e. point a is an essential singularity of g (z). 0 

Example 23. For the function f (z) = 22 
1 the points zh= 

sin2 --
z+1 

-1+ :n (k=+1, +2, ... )are second order poles, the point 

z =-1 is a limit or accumulation point of poles, and point z = oo 

is a flfth order pole since sin +11 ,....... _!_, f (z),....... zn (z-+ oo). The 
z· z 

function f (z) has no other singular points. 0 

19 Liouville's Theorem 
The reader will recall that a function that is regular in the entire 

·eomplex is called an entire function. 
Let us expand an entire function f (z) into a Taylor series: 

00 

f (z) = L CnZn. (19.1) 
n=O 

The series converges at all values of z and, hence, is the Laurent 
series of f (z) in a neighborhood of the point at infinity. 

The only singular point that an en tire function f (z) may have 
in the extended complex plane is z = oo. If z = oo is an nth order 
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pole of an entire function f (z), then f (z) is an nth degree polynomial. 
An entire function for which z = oo is an essential singularity is 
known as a transcendental entire function. (Examples: e', sin z, 
and cos z.) 

If an entire function f (z) is regular at point z = oo, then f (z) = 
c0 = const. Thus, the only analytic functions that have no singu­
lar points in the extended complex plane are constants. 

Theorem 1 (Liouville's theorem) Let an entire function 
00 

I (z) = ~ ckzk 
k=O 

in the domain I z I > R 1 satisfy the inequality 

I f (z) I~ M I z I" (with n a nonnegative integer). (19.2) 

Then f (z) is a polynomial of a degree no higher than n. 
Proof. Employing Cauchy's inequalities (see Sec. '17.4), we obtain 

for R > R 1 the following estimate for the expansion coefficients 
in (19.1): 

(19.3) 

If k > n, then from (19.3) it follows thatch= 0. since we can take R 
as large as desired and the coefficients ch do not depend on R. Thus, 
Cn+I = Cn+2 = ... = 0, i.e. f (z) is a polynomial of a degree no 
higher than n. The proof of the theorem is complete. 

Corollary 1 If an entire function f (z) is bounded in the entire 
complex plane, it is a constant: 

I (z) == const. 

Let us use Liouville's theorem to prove 
The fundamental theorem of algebra Every polynomial Pn (z) = 

-c 0 + c1z + ... + CnZ (c, =!= 0, n> 1) has at least one zero. 
Proof. Suppose that Pn (z) has not a single zero. Then the function 

g (z) = 11 P, (z) is an en tire function. Since g (z) -+ 0 and z -+ oo 
·(P, (z),..., c,z", Z-+ oo), this function is bounded in the entire com­
plex plane, and this means, by Corollary 1, that g (z) == const, 
which contradicts the hypothesis. Thus, the polynomial Pn (z) has 
at least one zero. 

A more general class of functions compared to entire functions are 
meromorphic functions. 

Definition. A function f (z) is said to be meromorphic if in each 
bounded part of the complex plane it is regular except, perhaps, 
at a fmite number of poles. 

In the entire complex plane a meromorphic function may have an 
infinite number of poles. (Examples: cot z, 1/sin z, and 1/(e' - 1).) 
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A rational function is meromorphic and has only a finite number of 
poles in the extended complex plane. The converse is also true, 
i.e. we have 

Theorem 2 A meromorphic junction j (z) that in the extended com­
plex plane has only a finite number of poles a1 , a 2 , ••• , as (point 
z = oo may also be a pole) is rational and can be represented in the form 

s 

/(z)=A+/0 (z)+ ~ fdz). (19.4) 
k=1 

where f 0 (z) and fk (z) are the principal parts of the Laurent series of 
f (z) in neighborhoods of points z = oo and ah, respectively, and 

A= lim [f (z)- / 0 (z)]. 
Z-+00 

Proof. Let 

"' A. • fk(z)=LJ 1'". and/0 (z)=A1z+ ... +Amz"' 
i=t (z-ah)J 

be the principal parts of the Laurent series off (z) at ail. and z = oo. 
respectively. Then 

,'; 

g(z)=f(z)-/0 (z)- ~ fk (z) 
il.=1 

is regular in the entire extended plane and, hence, g (z) =A = 
const. Since fk (z)--+ 0 as z--+ oo (k = 1, 2, ... , s), we conclude 
that A = lim [f (z) - fo (z)). 

Z-+oo 

Remark 1. Formula (19.4) is the partial-fraction expansion of 
a rational function, which is well-known from courses of math­
ematical analysis (A + f 0 (z) is the entire part of such an expansion). 
Theorem 2 provides a simple way in which this formula can be 
derived. 

Remark 2. It can be shown (see Bitsadze [1)) that every meromor­
phic function can be represented in the form of a fraction of two 
en tire functions. 

Meromorphic functions obey 
Theorem 4 (Picard's first theorem) A meromorphic junction 

that is not a constant admits any complex value except, perhaps, two 
values. 

The values that a meromorphic function does not admit are known 
as Picard's exceptional values. For instance, tan z has two excep­
tional values, i and -i, i.e. tan z can never be equal to i or -i. 



.Chapter IV 

Multiple-Valued Analytic Functions 

20 The Concept of an Analytic Function 
20.1 Analytic continuation along a sequence of domains The 

~oncept of analytic continuation plays an extremely important 
:role in the theory of functions of a complex variable. A generalization 

···~ n-1 

Dn 

Fig. 53 Fig. 54 

-of this concept leads to the generalization of the concept of a regular 
function, namely, to the concept of a multiple-valued analytic 
function. 

Suppose we have two domains, D 0 and D 1 , whose intersection 
D 01 is not empty and is a domain (Fig. 53). Suppose we have func­
tions / 0 (z) and /1 (z) that are regular in D 0 'and D1 , respectively, and 
coincide in D 01 , i.e. 

/1 (z) = /0 (z), z E D 01 • 

Then the function / 1 (z) is said to be a direct analytic continuation 
of function / 0 (z) from domain D 0 to domain D 1 . According to the 
uniqueness theorem this continuation is unique. 

Now suppose we have a sequence of domains D 0 , D 1 , ••• , Dn 
such that all the intersections D 1 n D i+~' 0:::::;;; j:::::;;; n - 1, are not 
empty and are domains (Fig. 54). Suppose we have functions / 0 (z), 
/ 1 (z), ... , In (z) such that each subsequent function fJ+1 (q) is the 
direct analytic continuation of the previous function t1(z) from do­
main D 1 to domain Di+I· This means that the functions j 1(z) are 
regular in the domains D 1 and that j 1(z) =fJ+I (z), z ED1 nDJ+I· 

Then the function fn (z) is said to be an analytic continuation of the 
junction / 0 (z) along the sequence of domains D 0 , D 1 , ••• , Dn; and 
this continuation is unique. 

The set of regular functions we have just obtained, {f 0 (z), fr (z), 
•.. , In (z)}, defines a function F (z) whose values are given by the 
formula 

F (z) = /j(z), z E D 1. 
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.Note that the "function" F (z) may prove to be multiple-valued. 
Indeed, the sequence of domains D 0 , D 1 , ... , Dn may form a closed 
loop, i.e. D 0 may intersect with Dn· But the values of fo (z) and fn (z) 
in D 0 n Dn are not obliged to coincide. Also, the multiple-valued­
ness may appear even at the first step if D 0 n D1 consists of more 

Fig. 55 

than one domain. Figure 55 de­
picts the case where D 0 n D 1 con-· 
sists of domain D 01 and the shaded -area D 01 • While for z E D 01 the func­
tions f 0 (z) and j 1 (z) coincide, for 

z E D01 these functions do not nec­

essarily coincide, so that for zE D 01 

either F (z) = fo (z) or F (z)=j1 (z), 
and the function F (z) is, gener­
ally speaking, double-valued. 

The (generally) multiple-valued 
function F (z) is, by definition, 

"composed" or "sewn together" from single-valued elements, the 
regular functions fo (z), f1 (z), ... , fn (z). A collection of elements 
obtained from the initial element f 0 (z) by analytic continuation 
along the sequences of domains that allow for such continuation is 
called an analytic function F (z). Thus, an analytic function consists 
of regular elements (or, as they are sometimes called, regular 
branches). It is important that the initial element uniquely defines an 
analytic function. 

A concept that is more convenient than that of an analytic con­
tinuation along a sequence of domains is that of an analytic continu­
ation along a curve. 

20.2 Analytic continuation along a curve We will say that a 
function f (z) that is regular in a neighborhood of a point z0 is an 
element at point z0 • Two elements are said to be equivalent if they 
are fixed at a certain point and coincide in a neighborhood of this 
point. The equivalence relation between elements is transitive. In 
what follows we will assume that each element is considered to with­
in an equivalence relation. We are now ready to introduce the 
concept of an analytic continuation along a curve. 

Definition 1. Suppose we have a curve y and a continuous function 
qJ (z) defined on it. In addition, suppose that for each point ~ on 
curve y there is an element h (z) and that element coincides with 
qJ (z) on an arc of curve y that contains point ~-

Then the element fz, (z) at the terminal point z1 of y is called an 
analytic continuation along curve y of the element fz 1 (z) fixed at 
the initial point z0 of y. It is also said in this case that the ele­
ment fz,, (z) is continued analytically along curve y, or that this ele­
ment admits of an analytic continuation along curve '\'· 
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Remark 1. A function given on curve y is a single-valued function 
of the points of y (see Sec. 4). Precisely, if curve y is given by the 
equation z = a (t), ex:::; t:::; ~. then each point Zt= a (t) of y has 
corresponding to it a single number cp (zt), the value of cp at point z1 

of y. But if y has self-intersections, cp (z) as a function of points in 
the complex z plane may not be single-valued. 

Remark 2. If the element fzo (z) can he continued analytically 
along y, it can he continued analytically along a sequence of domains. 
covering y. Moreover, /z0(z) can also be continued along any curve y' 
that lies sufficiently close to y and has the same end points as y. 
We will prove these facts in Sec. 20.5 (Lemmas 2 and 3). Conversely, 
if a given element can he continued analytically along a sequence of 
domains, we can easily prove that it can be continued analytically 
along any curve lying in this sequence of domains. 

An important property of an analytic continuation along a curve 
is its uniqueness. 

Theorem The analytic continuation of a given element along 
a given curve is unique. 

Proof. Suppose we have a curve y: z =a (t), 0::::; t:::; 1, and let 
element f 0 (z), which is fixed at the initial point z0 = a (0) of this 
curve, be analytically continuable along y. Then to each point 
Zt = a (t) there corresponds an element ft (z), and cp (t) = ft (zt), 
0::::; t::::; 1, is continuous. Suppose that the continuation is not 

uniq~e. Then there is another set of elements ft (z) at points z1 of y, 

and cp (t) = ft (z 1 ), o:::; t:::; 1, is also continuous, but the elements 

/ 1 (z) and / 1 (z) at t~e terminal point of y are not equivalent. If we 

prove that cp (t) = cp (t) at 0 ~ t::::; 1, we have proved the theorem. 

Indeed, the elements / 1(z) and / 1 (z) coincide on an arc of y containing 
point z1 , since by:definition these elements coincide with the functions 

cp and 7P, respectively, on an arc. By the uniqueness theorem these 
elements are identically equal in a neighborhood of point z1 . 

Suppose M is the set of all t's for which cp (t) = ;p (t). This set 
contains the segment [0, 6] provided 6 > 0 is sufficiently small. 

Indeed, the elements f 0 (z) and To (z) at point z0 are equivalent and 
hence coineide in a neighborhood of this point and, therefore, on 

an arc y: z = a (t), 0::::; t:;:; 6, of y. Suppose M =1=- [0, 1]. Then 

there is a positive t* such that cp (t) = ~ (t), 0::::; t < t*, but never­
theless in any neighborhood of point t* there are points that do not 

belong to M. The continuity of cp and ; implies cp (t*) = q; (t*), so 
that t* E M, and if t* = 1, the proof of the theorem is complete. 

Suppose t* is less than 1. By hypothesis, cp (t) coincides with ~ (t)1 
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.at t ~ t*; the elements ft* (z) and ft• (z) coincide with q> and q>, 
respectively, on an arc of y containing p~int Zt*• by the definition of 

analytic continuation. Hence, ft*(z) = ft•(z) on an arc z = a (t), 
.t* - a~ t ~ t*, and by the uniqueness theorem these elements are 
identically equal in a neighborhood of point Zt•· Whence, set M 
-contains a segment [t*, t* + a], which contradicts the definition of 
.number t*. The proof of the theorem is complete. 

20.3 The definition of an analytic function Suppose an element 
f (z) is fixed at z0 • We continue it analytically along all the curves 
starting at z0 for which such continuations are possible. The result­
ing set of elements is called an analytic function generated by el­
ement f (z). The set of all such curves will be called the set of admissible 
curves. 

This definition of an analytic function belongs to the German 
methematician K. T. \·V. Weierstrass. By definition, two analytic 
functions are equal if and only if the initial elements are equival­
ent. By the theorem of Sec. 20.2, there is only one analytic function 
generated by a given element. This element is said to be the germ 
of the analytic function. Equivalent elements generate the same 
analytic function. The range of values that an analytic function F (z) 
admits of at a point z coincides with the range of values which all 
of the function's elements admit of. 

Other properties of analytic functions will be considered in Sec. 24. 
This will allow us to study many examples of analytic function 
meanwhile. 

20.4 Analytic continuation of power series Up till now we said 
nothing of how actually to proceed with an analytic continuation 
along a curve. Here is the algorithm of analytic continuation based 
·On the principle of re-expansion of power series. Consider the series 

00 

/ 0 (z)= ~ cn(z-at, (20.1) 
n=O 

which has a finite convergence radius R 0 > 0. The function f 0 (z) 
is regular in the circle K 0 : I z- a I< R 0 , so that / 0 (z) is an el­
ement at point a. We take a point b belonging to K 0 and expand / 0 (z) 
.in a power series in z - b. \Ve have 

n 

(z-a)n=[(z-b)--1-(b-a)]n= ~ C~(b-at-k (z-bl. 
k=O 

Substituting it into (20.1) and collecting terms with the same powers 
<>f z - b yields 

00 

/1 (z) = ~ dn (z-b)n. (20.2) 
n=O 
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Suppose R 1 is the radius of convergence of (20.2) and K1 is the circle 
I z- b I< R 1• Then R 1> R 0 - I b -a 1. since R 1 is no less 
than the distance between point b and the boundary of K 0 (see 
Sec. 12). If R 1 = R 0 - I b -a 1. the circle K 1 lies inside K 0 and 
analytic continuation is impossible. Let R 1 > R 0 - I b - a 1. 
Then K 1 cannot lie entirely in K 0 (Fig. 56). By the uniqueness the-
orem, 

(20.3) 

Hence, the series (20.2) is the direct analytic continuation of (20.1) 
(from circle K 0 into circle K1). 

Suppose there is a sequence of elements (power series) / 0 (z), 
/ 1 (z), ... , In (z) such that the element f i(z) is the direct analytic con­
tinuation of fi_1(z), 1 ~ j~ n. Let K 0 , K 1 , 

... , Kn be the circles of the series for / 0 (z), 
/ 1 (z), ... , In (z) centered at points z0 , z1 , ... 

. . . , Zn. Then the element In (z) is the ana­
lytic continuation of the element / 0 (z) along 
the sequence of circles K 0 • K1 , 

Kn. 
Analytic continuation by re-expansion of 

a power series is not very effective. Other 

Ko 

Fig. 56 

methods are available for continuing analytic functions. The main 
method uses the concept of integral representation of a function. 

20.5 Some properties of an analytic continuation along a curve 
The results of this section will be used in Sec. 24. 

Suppose element f 0 (z) is analytically continued along a curve 
y: z =a (t), 0~ t~ 1, and let ft (z) be the respective element at 
point Zt = a (t) of curve y. We assume that ft (z) can be represented 
by the power series 

00 

ft (z) = .~ Cn (t) (z-zt)n. 
n=O 

Lemma 1 The radius of convergence r (t) of the series for ft (r) is 
either infinite for all t's or is a continuous function of t. 

Proof. Suppose r (t0) < oo for a certain t 0 • We select t1 in such 
a way that z1 lies within the circle of convergence of the element 
/ 1,(z) and I z1,- z1, I < r (t0 )12. Then the radius of convergence of 
It, (z) is no less than the distance from point z11 to the boundary 
of the circle of convergence of ft.(z) (see Sec. 12), so that r (t1}> 
;;;::.r (t0)- I Zt.- z1,1. Point z1, lies within the circle of convergence 
of ft. (z), which implies r (t.)> r (t1)- I Zt.- Zt, 1. Thus, 

I r (to)- r (tl) I~ I Zt0 - Zt 1 1 = I a <to)- a (tl) 1. 
and r (t) is a continuous function of t. 

Lemma 2 Analytic continuation of an element along a curve can 

10-01641 
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be replaced by analytic continuation along a finite sequence of circles. 
Proof. Since the radius of convergence r (t) is a continuous, positive 

function of tat 0~ t~ 1, we can write r (t);;;;;:, 6 > 0 at t E [0, 1]. 
We select a sequence of values 0 = t 0 < t 1 < ... < tn = 1 such 
that I a (t1+1 )- a (t1) I <6 for j = 0, 1, ... , n- 1. Then the 
circles K 1: I z- z1 . I< r (t1), j = 0, 1, ... , n, comprise a finite 

J 
sequence, and the elements ft. (z), ft. (z), ... , / 1 (z) form an arra-

n 
lytic continuation along this sequence. 

Lemma 3 If an element can be continued analytically along a curve, 
it can also be continued along any other curve that is sufficiently 
close to the initial curve and whose initial and terminal points co­
incide with those of the initial curve. Jlforeover, the elements at the ter­
minal point coincide. 

How are we to interpret the fact that two curves are sufficiently 
close? Take two curves y1: z = ai (t), 0 ~ t ~ 1, with j = 1, 2. 
The quantity max I a 1 (t)- a 2 (t) I is called the distance between 

o:;;;;t:;;;;l 
the curves. The curves are said to be close if the distance defined above 
is small. 

Proof. We continue the element / 0 (z) at the initial point z0 = 
a (0) of the curve y: z = a (t), 0 ~ t ~ 1, analytically along y. 
We take a sequence of values 0 = t 0 < t1 < ... < tn = 1 such 
that I a (t1)- a (t 1_1) I< a/4 for t 1_1 ~ t ~ t 1, j = 1, 2, ... , n, 
where the positive quantity 6 is the same as in Lemma 2. Then, by 
Lemma 2, fo (z) can be continued analytically along the sequence of 
circles K 0 , K1 , .•• , Kn; the center of K 1 lies at point z1 . and the 

~ - J 

~adius is 6. Tak~ the curve y: z = a (t), 0 ~ t ~ 1, for which 

a (0) = a (0) and a (1) = a (1) and such that the distance between 
the two curves is less than 6/4. 

We wish to sliO\v that the element / 0 (z) can be continued analyti-

cally along y. By construction, the arcs y 1 and y1 of y and y that con­

nect points a (t1) and a (ti+1), and ;; (t1) and ~ (t1+I), respectively, 

lie inside K 1. Suppose point z1 of y lies on arc y1, and let ft (z) he 

equal to ft. (z). Point z1 lies inside the circle of convergence K 1 of 
J ~ -

/ 1 • (z), so that f 1 (z) is the element at point z1• Note that 
J 

h (z) = / 1 (z). 

Thus, at each point ;t of y we have fixed an element ft (zl and, 

thereby, a function (f' (z) is defined on curve y via the formula qJ (z1) = - -It (zt). 

Let us show that qJ is continuous on y. If this is so, then the el­

ement f 0 (z) is analytically continuable along y. By construction. fP 
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is continuous on the arcs Yi everywhere except at their end points, 
so that we must only check whether cp is continuous at the points 

;: ., 1 ~ j ~ n. Each point ';t. belongs to K 1 n K i+l, and in this 
J J 

domain 11 • (z) = I 1 .+ (z), since the element I 0 (z) is continued ana-
' J 1 lytically along the sequence of circles 

J;. (zt-) == Tt .+ (zt-), which proves that 
J J J 1 J 

K 0 , K1 , ... , Kn. Hence, 

cp is continuous at ';t .. The 
J 

proof of the lemma is complete. 

21 The Function In z 

21.1 Analytic continuation of the function In x In courses of 
mathematical analysis the function In x is studied only for real, 
positive values of x. It is natural to define the function In z for 
complex valued z's as the analytic continuation of ln x. The func­
tion ln x can be expanded in the following Taylor series: 

00 

"' ( i)n-1 lnx=ln[i+(x-1)]= .LJ - n (x-1t, 
n=1 

which converges in the interval 0 < x < 2. Let us take this series 
for complex valued z's, i.e. we consider the function 

00 

lo(z)= ~ (-i)n-1 (z-1)n. 
n 

(21.1) 
n=1 

The series converges in the circle K0 : I z - 1 I < 1, so that I 0 (z) 
is regular in this circle and lo (x) = ln x for 0 < x < 2. Hence, 
I 0 (z) is the (unique) analytic continuation of ln x from the interval 
0 < x < 2 into the circle K 0 • 

By ln z we will denote the analytic function that is generated by 
the element I 0 (z) at point z = 1. 

Our task is to establish the curves along which the element f 0 (z) 
is analytically continuable and to obtain practical formulas for 
In z. We could use the method of re-expansion of power series 
(Sec. 20) to carry out the analytic continuation of f 0 (z), but this 
would be a very tedious task. It is more convenient to employ the 
integral representation 

X 
~ dt 

lnx= \-, O<x<oo. 
' t 
1 

We would like to know whether the initial element f 0 (z) has a simi­
lar integral representation. 

Lemma 1 The following formula holds in the circle K0 : I z - 1 I < 
ill* 
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< 1: 
z 
f d~ 

fo(z) = j ~, 
1 

(21.1') 

where the integral is taken along any curve lying inside K 0 • 

Proof. The function / 0 (z), given by (21.1), is regular in K 0 • The 
integral on the right-hand side of 
(21.1') is, by Theorem 5 of Sec. 9, also 
regular in K 0 because the integrand 

0 1 

Fig. 57 

is regular in K 0 • For 0 <x < 2 this 
integral is equal to ln x, i.e. coin­
cides with the series in (21.1). By the 
uniqueness theorem, the integral co­
incides with the series for z E K 0 , i.e. 
formula (21.1') is valid. 

Lemma 2 The element f 0 (z) is 
analytically continuable along any 
curve y that starts at point z = 1 and 
does not pass through z = 0. 

Proof. Assuming that 
z 
(' d~ 

w (z) = J --r-, 
1 

where the integral is taken along an arc of'\'' we obtain the function 
w (z) on '\'· Take a circle K centered at point z0 E '\' and not con­
taining point z = 0 and assume that at z E K 

zo z z 

f (z) = ~ ~~ + ) ~~ = w (z0) + ) d~~ , (21.2) 
1 zo zo 

where the last integral is taken along any curve lying in K (Fig. 57). 
By Theorem 5 of Sec. 9, the last integral represents a function of z 
that is regular in K, since the integrand is regular in K. Hence, the 
function f (z) is an element at point z0 on y. By construction, an el­
ement at the initial point z = 1 coincides with the initial element 
fo (z). To complete the proof, we must see, in accordance with Def­
inition 1 in Sec. 20, whether the values of w (z) and f (z) coincide on 
an arc '\'o of 1' containing point z0 • We can assume that this arc liei! 
in K. Then at z E Yo we have 

z z 

w (z) = ~ ~~ = w (z0) + ) d~t , (21.3) 
1 zo 

where the path of integration is a part of the arc y0 • Since we can 
take the path of integration in (2) the same as in (3), we find that 
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f (z) = w (z), z E y0 , which is what we set out to prove. 
SupposeD is a domain in the extended complex plane, and j (z) is 

an element at point z0 E D. Let us assume that j (z) is analytically 
continuable along all curves that'lie in D. As a result of such contin­
uation we arrive at a set of elements, which we call a function ana­
lytic in D. 

This definition and Lemma 2 lead to 
Theorem 1 The function In z is analytic in the domain 0 < I z I < 

00. 

21.2 The basic properties of In z From the proof of Lemma 2 
it follows that the value of In z at any point z =I= 0 or oo is given by 
the formula 

z 

ln z = ) d~~ , (21.4) 
1 

where the integral is taken along a curve y that does not pass through 
0 or oo. Let us evaluate this integral. We have ~ = reit<>, with r = 
I ~ 1. so that 

d~ = ei!P dr + ireiw dqJ, 

and the integral in (21.4) is 

~ d; + i I dqJ =In lz I+ i~..., arg z, 
.... .... 

where ~., arg z is the variation of the argument along y (see Sec .6). 
Hence, 

In z = In I z I + i~..., arg z. (21.5) 

This is the main formula for In z. 
Remark 1. The value of ln z depends not only on point z but also 

on the curve y along which the integral in (21.4) is taken. Strictly 
speaking, this value should have been written as (In z)..., or (y) In z. 
Dut such notation is not common and we will use it only infrequent­
ly. Instead we will always specify along what path the initial el­
Pment is continued analytically. 

We go back to formula (21.4). It yields 
d 1 

-lnz=-. dz z 
(21.6) 

Example 1. Let us evaluate In z at point z1 by carrying out the 
analytic continuation of the initial element f 0 (z) along a curve y: 

(a) y is the segment [1, i] and z1 = i; 
(b) y is the semicircle 1'+: z = eil, 0 ~ t ~ n, and z1 = -1; 
(c) y is the semicircle y_: z = e-it, 0 ~ t ~ n, and z1 = -1. 
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In the case (a) we have Av arg z = n/2, so that In i = in/2. In the 
case (b) we have Av arg z = +n, so that In (-1) = in, while in the 
case (c) A.., arg z = -n, so that In (-1) = -in. D 

The following properties of In z follow from formula (21.5): 
(1) All the values of In z at point z are given by the formula 

In z = In I z I + i arg z. (21.7) 

Here arg z is a multiple-valued function, namely, arg z = 
(arg z) 0 + 2kni, where (arg z) 0 is a fixed value of the argument, 
and k is an integer. We can also write this formula as 

In !re;<P) = In r + icp + 2kn i, k = 0, +1. +2, ... , (21.8) 

where In r is real. 
Hence, In z is an infinite-valued function, i.e. at each point z =I= 0, 

oo it has an infinitude of values. The real part of this function is 
single-valued: 

Re In z = In I z I 
for any z =1= 0, oo and for any value of In z. 

Formula (21. 7) implies that 
eln z = z, 

so that In z is the in verse of ez. 

(21. 9) 

By virtue of (21. 7), and two values of In z at a point z0 differ by 
2kni, with k an integer. This leads to the next important property 
of In z. 

(2) If II (z) and f 2 (z) are the elements of In z at a point z0 , then 
II (z) - f 2 (z) = 2kni in a neighborhood of this point, with k an 
integer. 

This implies that any element of the logarithm at any point z0 =I= 
0, oo is fixed entirely by its value at this point. This statement is 
generally not true for an arbitrary analytic function. 

(3) Suppose f (z) is an element of In z such that f (z0 ) = In z0 • Then 

(21.1 0) 

The series is convergent in the circle I z - z0 I < I z0 1. 
Note that the Taylor expansion coefficients in (21.10) have tlw 

same form as in the case where z and z0 are real. 
We will now prove the validity of (21.10). The Taylor formula 

yields 
00 

f (z) = ~ 
n=O 
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From (21.G) it foJlows that f' (z) = 1/z in a neighborhood of point 
z0 , so that j<n> (z0 ) = (-1)" (n- 1)!/z~ for n ~ 1, which means we 
have proved that (21.10) is valid. 

We will now generalize formula (21.5) for the case where the in­
itial value of ln z is fixed at a point that is not point z = 1. 

(4) Suppose we have fixed the value of ln z at point z0 , i.e. we know 
ln z0 , and have a curve y that connects points z0 and z. Let In z be 
the value of the logarithm at point z obtained as a result of analytic 
eontinuation along curve y. Then 

lnz=lnz0 +ln/-i;J+iA 11 argz. (21.11) 

We can write this formula in another form: 

ln z = In I z I + i [Im (In z0 ) + A., arg z]. 

The proof follows from the fact that 
' - dt 

lnz=lnz0 --r- \ -.-·. 
• 1, 

(21.12) 

Example 2. Let ln i = i5n/2 and suppose y is the segment [i, 2]. 
We continue analytically the element of the logarithm, equal to 
i5n/2 at point i, along the curve y. Then formuln (21.12) yields 

lnzlz=z=ln2+i[ 5; +Avargz] 

1 2 i 5Jt i:l 1 2 ' 2 . 0 = n +-2-- 2 = n , m. 

21.3 The branch points of In ::: Multple-valued analytic func­
tions may have singular points that differ from those discussed in 
Chap. III. These singularities are called branch points. 

Definition 1. Suppose a function F (z) is analytic in a punctured 
neighborhood of a point a and is multiple-valued in the neighbor­
hood. Then point a is said to be a branch point ofF (z). 

Example 3. The points 0 and oo are the branch points of In z. 0 
Here is another definition of a branch point. Suppose F (z) is ana­

lytic in the annulus 0 < I z -a I< r. We take a point z0 of this 
annulus and the element / 0 (z) at this point and continue the el­
Pment analytically along the circle I z - a I = I z0 - a I ·with the 
initial and terminal points at z0 • (This process can be formulated 
briefly in the following way: "Traverse the circle about point a in 
Pither the positive or negative direction, depending on the orienta­
tion of the circle".) If the element / 1 (z), obtained as a result of ana­
l~·tic continuation, does not coincide with the initial element / 0 (z) 
nrter a full circuit, then point a is a branch point ofF (z). 

Let us take a point z0 =I= 0, oo and the element / 0 (z) of In z and 
circuit point z = 0 in the positive sense. If / 1 (z) is the element ob-
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tained as a result of analytic continuation, then by (21.11) we have 

/1 (z) = fo (z) + 2:rti. 

Thus, we have arrived at the next property. 
(5) When point z = 0 is circuited in the positive direction, 

In z -r ln z + 2:rti, (21.13) 

i.e. the element of In z increases by +2:rti. When point z = 0 is 
circuited in the negative direction, 

ln z -+ In z - 2:rti. (21.13') 

Remark 2. Property 5 is characteristic of the logarithm. Indeed, 
suppose F (z) is analytic in the annulus K: 0 < I z I < r and pos­
sesses the following property: when point z = 0 is circuited in the 
positive direction, 

F (z) -r F (z) + c, c =¥:: 0 

(i.e. each of its elements receives an increment of c = const). Then 

F(z)=-2c lnz+G(z), 
Jtl 

with G (z) regular in K. 
To prove the above statement, we consider the function G (z) 

F (z) - Z~i ln z. This function is analytic and single-valued in 

K since G (z) -+ G (z) when point z = 0 is circuited. 
The function ln z, just as any multiple-valued analytic function, 

is "composed" or "sewn together" from single-valued analytic func­
tion, its elements. Each element of ln z is said to be a regular 
branch of ln z. Similarly, each element of a multiple-valued analytic 
function is said to be a (regular) branch of the function. The elements 
can be chosen in different ways, depending on the "composition" of 
the (multiple-valued) analytic function. 

Formula (21.11) and the properties of arg z (see Sec. 6) bring us to 
the following property of the logarithm: 

(6) Suppose two curves, y1 and y2 , lie in the domain 0 < I z I < 
oo, connect points a and b, and are homotopic in this domain. 
Suppose that f (z) is an arbitrary element of ln z at point a. Then as 
a result of analytic continuation of this element along y1 and along 
y 2 we arrive at the same element at point b. 

Indeed, the variations of the arguments along y1 and y2 are equal: 
~v 1 arg z = ~v2 arg z, so that, according to (21.11), the analytic 
continuation along y1 , and y2 leads to the same value of the log­
arithm at point b. 

Let D be an arbitrary simple connected domain not containing 
points 0 and oo. We fix a point z0 ED and the value ln z0 at this 
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point . .Next we t.:ontinue analytically the element f (z) of ln z (/ (z0) = 
In z0 ) along all the paths that start at point z0 and lie iu D. We 
have thus constructed a function f (z) that is analytic and single­
valued in D. This follows from Property 6 and from the fact that 
any two curves that lie in a simple connected domain and have a 

I 
IQ I I 

Fig. 58 Fig. 59 

common end and a common beginning are homotopic. The resulting 
single-valued analytic function is called a regular branch of the 
logarithm in domain D. If we select another value of the logarithm 
at point z0 , we have another regular branch of In z in this domain. 

Let us take the complex z plane with a cut along the ray(- oo, OJ 
as D (Fig. 58). The function In z in this domain separates into an 
infinite number of branches. They are expressed by the formula 

j,,_ (z) = ln I z I + i (arg z) 0 + 2kni, k = 0, +1, +2, ... (21.14} 

Here (arg z) 0 is the branch on which 

-n < (arg z) 0 < n. 

Instead of studying an intlnite number of regular functions 
(branches) in one domain D we can take an infinite number of identical 
copies of this domain. We denote these domains by D", k = 
0, +1, ... , and assume that the regular function (branch) 
h (z) is given in Dk. 

The next step is to "paste" the Dk (the sheets, as they are commonly 
known) into one surface. Let lk be the cut along (- oo, 0] on sheet 
/)k and lt,_ and l"h the upper and lower banks of this cut. If z = x < 
0, then 

ik (x) = ln I x I + (2k + 1) ni, x E lt,, 

fk (x) = In I x I + (2k- 1) ni, x E l"f,., 

:<!nee (arg x)o) = +n, X E zt-. Hence, 

iR (x) l1t,. = /H1 (x) l1;;+1' 

We will paste the lower bank l~+ 1 with the upper bank lt,, k = 0, 
!::1. +2, .... Then the function In z will be single-valued on a 
.~urface of infinitely many sheets. 
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The surface we have just constructed is depicted in Fig. 59 and 
is called the Riemann surface for In z. It resembles an infinitely high 
winding staircase. Note that the Riemann smface for In z is simply 
~onnected. 

Remark 3. The logarithm can be "cut" into regular branches in 
Yarions ways. Precisely. forD we may take the complex z plane cut 
~dong any simple curve 1' connecting points 0 and oo. The choice of 
the cut is determined by the problem that must be solved. For in-

00 

stance. when evaluating integrals of the type \' R (x) In x dx it is 
ll 

convenient to cut the plane along the ray [0, + oo) (Sec. 29). 
Since the reader already knows the conformal mappings of several 

domains performed by ec, we can easily obtain some conformal map­
pings performed by In z. The function e' maps conformally and in a 
·one-to-one manner the strip II: 0 < Im z <a of width a~ 2:n: onto 
the sector S: 0 < arg w <a. Hence, the inverse function z = In w 
maps conformally and in a one-to-one manner the sector S: 0 < 
arg w <a onto the strip II: 0 < lm z < a (Fig. 60). But here 
we must be earcful since the inverse function is not single-valued. 
The sector S is a simply eonnected domain not eontaining points 0 
and oo, whieh means that in this domain the funetion z = ln w 
splits into (single-valued) branches. The mapping S _. II is per­
formed by one braneh, z0 (w). This branch can be specified in two 
ways: either 0 < Im z0 (w) < 2:n: in S or z0 (1) = 0 (in the latter 
~ase the value of the branch on the boundary is specified). 

The function w = ln z (precisely, its branch fo (z) given by (21.14)) 
maps the complex z plane with a cut along the semiaxis ( -oo, 0) 
eonfornially and in a one-to-one manner onto the strip -:il < 
Im w<:n:. 

Other branches of the logarithm map the sector S onto other 
strips. Preeisely, if fk (z) is the branch of the logarithm in S fixed by 
(21.14), the function w = fk (z) maps sector S into strip Ilk con­
formally and in a one-to-one manner (see Fig. 49): 

2k:n: < Im w < 2k:n: + a. 
In courses of mathematical analysis there exists the following 

functional relationship for ln x: In (x1x 2) = In x1 + ln x 2 • Since 
In z is not a single-valued function, we must interpret the similar 
relationship 

(21.15) 

somewhat differently. Precisely, if w1 = In z1 is any value of In z 
at point z1 and w2 = In z2 is also any value of In z at point z2 , their 
sum w1 + w 2 is one of the values of In (z1z2). This follows from the 
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identity 

Moreover, if w0 = ln (z1z2) is one of the values of ln z at point 

ia 

rr zdnw 

/, / 

Fig. 60 

z1z2 , then there are values w1 = ln z1, j = 1, 2, such that w0 = 
w1 + w 2 , i.e. formula (21.15) is valid. To prove this, we fix the 
values w0 = ln (z1z2 ) and w1 = ln z1. Then 

ewo-wt = ewoe-wt = z 1z:!z~ 1 = z2 , 

i.e. w2 - w1 coincides with one of the values of ln z2 • 

Formula (21.15) is obviously invalid if we substitute arbitrary 
values of ln z at points z1 , z2 , and z1z2• For instance, z1 = z., = 1, 
In (z1z2) = 0, ln z1 = 0, and ln z2 = 2ni. -

22 The Power Function. Branch Points 
of Analytic Functions 

22.1 Operations on analytic functions In Sec. 21 we introduced 
the elementary multiple-valued analytic function ln z. All the other 
elementary analytic functions can be expressed in terms of the log­
arithm through the arithmetic functions, substitutions of a function 
into another function, and the operation of inversion. Let us define 
these operations for analytic functions. 

The various operations on analytic functions are introduced via 
the operations on their initial elements. Suppose we have two el­
ements, I (z) and g (z), fixed at the same point z0 , and let F (z) and 
G (z) be the two analytic functions generated by these elements. Then 
the functions 

I (z) + g (z), f (z) g (z), 
f (z) 
g (z) 
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are also elements at point z0 (for the quotient, g (z0 ) must not be ze­
ro). These elements generate the analytic functions denoted by 

F G F (z) 
F (z) + G (z), (z) (z), G (z) , 

respectively. But if the elements f (z) and g (z) are fixed at different 
points, their sum, difference, product, and quotient are not defined. 
so that these operations on the analytic function F (z) and G (z} 
are not defined either. 

By F' (z) we denote the analytic function generated by the element 
f' (z) at point z0 • 

By definition, the result of these operations on analytic functions 
is an analytic function, too. Let us now consider the important case­
where the function F (z) and G (z) are analytic in the same domain. 

Theorem 1 Suppose F (z) and G (z) are analytic in a domain D. 
Then the functions 

F' (z), G' (z), F (z) + G (z), F (z) G (z), 
F (z) 
G (z) 

are analytic in D, too (in the case of the quotient, G (z) =!= 0 at z ED). 
Proof. Let us prove the analyticity of F (z) + G (z). (The analyt­

icity of the other functions can be proved in a similar manner.) Let 
f (z) and g (z) be the initial elements of these functions fixed at point 
z0 , while the curve y lies in D and has its initial point at z0 • If we 
continue analytically the elements f (z) and g (z) along y, we obtain 
the elements h (z) and g~ (z) at each point ?; of y. Their sum h~ (z) = 
h (z) + g~, (z) is regular at point ?;; hence, the element h (z) = 
f (z) + g (z) at point z0 is continued analytically along curve y. 

This theorem makes it possible to broaden somewhat the supply 
of elementary analytic functions. For instance, the following func­
tions are analytic (the domains of analyticity are specified in the 
parentheses): 

ln2 z (0 < I z I< oo), z In (0 < I z I < oo), 

z+lnz (0< lzl <oo), In z+1 
In z-1 (z=/=0, e, oo). 

Example 1. Consider the function F (z) = z In z (the initial el­
ement of the logarithm is fixed at point z = 1, ln 1 = 0). We will 
try to establish the singular points of this function. Specifically, we 
will prove that z = 0 is a branch point of F (z). Suppose y is the 
circle I z I = 1 starting at point z = 1 and oriented in the positive 
sense. As W£• circuit point z along y (i.e. as we continue analytically 
the initial element f (z) along y), In z ~In z + 2:n:i, so that f (z) ~ 
f (z) + 2:n:iz. Hence, point z = 0 is a branch point. As point z = 0 
is circuited n times, f (z) -+ f (z) + 2n:n:iz. Point z = oo is also a 
branch point ofF (z), since if we circuit point z = 0 in the positive 
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<lirection, we at the same time circuit point z = oo in the negative 
direction. 0 

Let us now define the composite function. Suppose the analytic 
functions F (z) and G (z) are generated by the elements f (z) and 
g (z) fixed at points z0 and w0 = f (z0), respectively. The composite 
analytic function G (F (z)) is then generated by the element g (f (z)). 

Theorem 2 Suppose F (z) is analytic in a domain D, its values lie 

in a domain D, and G (z) is analytic in if. Then G (F (z)) is analytic 
in D. 

Proof. We select a curve v with the initial point at a point z0 ED. 
We continue analytically the element f (z) along y. Then at each 
point ~ of y we have the element h (z) and the function w (z) on 1· 
i.e. w (z) = fz (z). This function maps y onto a curve y lying in D, 
with the initial point at point w0 = f (z0). By hypothesis, the i~-

itial element g (w) of G (w) can be continued ana~tically along y. 

This yields an element gw (w) at each point w of 1'· If w belongs toy 
and w = lr;, ( ~), the function gw (!~ (z)) = h~ (z) is regular at point 
~ E y and, hence, is an element at this point. This proves that we 
have continued analytically the element g (f (z)) along y, so that 
G (F (z)) is a function that is analytic in D. 

Example 2. The function In (z - a) is analytic in the domain 
o < I z- a I< oo. o 

Example .'3. The function In :~~ is analytic in the extended com­

plex z plane with points +1 and -1 deleted. 

Indeed, the function w = :+~ in the specified domain D is reg­

ular and does not assume the values 0 and oo. The function In w is 

analytic in the domain D: 0 < I w I oo. 0 
Here we will mention the following identities: ein (z-a) = z - a 

and Re ln (z - a) = ln I z - a I, which hold for z =I= 0, oo. 
Remark 1. Strictly speaking, the formula F (z) = In (z- a) does 

not define an analytic function completely, since, by the very defini­
tion of an analytic function, we must fix its initial element. This is 
due to the fact that the formula may specify not one but several ana­
lytic functions if the initial element is not specified. 

Example 4. The formula P (z) = In ez defines an infinitude of ana­
lytic functions: 

Fk (z) = z + 2/mi, k = 0, ±1, ±2, .... 0 

Other examples of this type are given in Sec. 22.5. 
22.2 The power function For real and positive x's and for a 

fixed real number a the following formula is valid: xr:x. = erx.Inx. 

Let us generalize this formula so that it incorporates complex 
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valued z's and a (a is fixed) by putting, by definition, 

zCX. = ea!nz. (22.1) 

We take the element g0 (z) = eafo<z> at point z = 1, where fo (z) 
is the initial element of ln z at point z = 1 (see formula (21.1)), as 
the initial element of the function za. Then 

00 

g0 (z) = ~ ( ~ ) (z -1)\ (a)= a(a-1) ... (a-k+1) 
k - k! ' (22.2) 

k=O 

Indeed, 

~: go (z) lz=l = k! ( ~). 

From this relationship and the Taylor formula 

k=O 

follows formula (22.2). 
The properties of the logarithm yield the following property of 

the power function. 
Theorem 3 The function za is analytic in 0 < I z I < oo. 
Proof. The function In z is analytic in D: 0 < I z I< oo, which 

means that the function a ln z possesses the same property. Since e" 
is an entire function, we conclude, from Theorem 2, that the 
function zcx. = ealnz is analytic in D since it is a composite of two ana­
lytic functions. 

The derivative of the power function is calculated by the same 
formulas as in the case of real numbers: 

d -.-za = azcx.-1. 
dz (22.3) 

Remark 2. The above formula must he understood in the sense 
that 

(22.3') 

where the values of za on both sides are the same. 
All formulas for za follow from the formulas for the logarithm and 

(22.1). The basic formula for the power function follows from (22.1) 
and (21.12). 

(1) Suppose curve ')' connects points z0 and z1 and does not pass 
through the points 0 and oo. Then at z0 we have fixed the element 
f (z) of za in such a way that f (z0 ) = z~. If we continue analytically 
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this element along y, its value at point z1 will be 

z~ = z~ exp [a In I :~ I + iad., arg z J. (22.4) 

This formula is rather tedious and will almost never be used in 
our narrative. It simplifies if we are dealing with real a's. At the 
same time this case is the most important for applications. 

(2) Any element of za at each point z0 =I= 0, oo is completely fixed 
by its value at the point. Any two elements, / 1 (z) and / 2 (z), at each 
point z0 =I= 0, oo differ only by a numerical factor: 

12 (z) = ei2nkaft (z), (22.5) 

where k is an integer. 
This property follows from (22.1) and Property 2 of the logarithm 

(see Sec. 21). 
(3) All the values of za (a is real) at point z = rei<P are given by 

the formula 

(22.6) 

In particular, for real a's the function I za I is single-valued: 

I za I = I z Jt"". (22.7) 

Formulas (22.4) and (21.11) yield the following basic formula for 
za (a is real): 

(4) Suppose at point z0 = r 0eirp, the value of za is z~ = r~eia(j),. 
Let z~ be the value of za at point z1 obtained as the result of analytic 
continuation along a curve y that connects points z0 and z1 • Then 

z~ = 1 z1 laeia(rp0+~" arg z). (22.8) 

In particular, under such continuation, 

~v arg za = a~., arg z. (22.9) 

Here are some examples. 
Example 5. All values of the function {z = z1ln, with n a positive 

integer not less than 2, are given at point z = rei(j), r =J= 0, by the 
formula 

i .r ry-- y- - (rp+2kn) v z = v re"<' = v r en , k=O, 1, ... , n-1. (22.10) 

Indeed, the values of Vz at k = 0, 1, ... , n- 1 are all different, 
since the numbers e;~~'k, <J!k = (cp + 2kn)/n for these values of k are 
different. Moreover, any integer k can be represented ask = nm + l, 
where m and l are integers and 0 ~ l ~ n- 1. Since ei<Pk= ei2nm ei<Pz = 
ei<Pz, we see that (22.10) gives all the values of (i 

Thus, the function 'Vzin 0 < I z I< oo is n-valued, i.e. at each 
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point of this domain it has exactly n different values. 
Formula (22.10) yields the following identity: 

ry-
(v z)n == z. (22.11) 

Hence, the function {z is the (right) inverse of zn. 0 
Example 6. All values of the function V.Z at a point z = re1fP are 

given by the formula Vz-= VreifP = +Vre1fPI2• Hence, the func­
tion Vzis double-valued in 0 < I z I< oo. D 

Example 7. If a is real and irrational, the function z is infinite­
valued in 0 < I z I < oo. 

Indeed, all values of zc: at point z = re 1fP are given by (22.6). Let 
us see whether different values of za correspond to different values of 
k. Suppose that this is not so. Then there are numbers k1 and k2 

that are not equal and yet e1"22rra = e111 t 2rra. This means that 
(k1 - k2) a = m, m =I= 0, is an integer, i.e. a is rational, which 
<:ontradicts the hypothesis. D 

Remark 3. If a is not real, the function za is infinite-valued in 
o <I z I< oo. 

Example 8. Suppose that at point z = 1 we have fixed the element 
f (x) of Vzin such a way that I (1) = 1, andy is the segment [1, il. 
We wish to caleulate lit obtained as a result of analytic continuation 
8-long y. 

We have Vi= 1 and Llv arg z = n/2. The formula (22.8) yields 
lit = ein/4. 

Now suppose y is the arc z = e-it, 0 ~ t ~ 3n/2. Then Llv arg z = 
-3n/2, so that Vi= e-iS:t/4 = - einf4• 0 

Here is another formula for za; 
(5) Suppose f (z) is the element of za at a point z0 =1= 0 such that 

f (z0) = z~. This element can be expanded in a Taylor series: 
00 

f ( ) _ a "'V ( ex ) (z- z0)k 
. z - Zo .LJ k k ' 

h=O Zo 

(22.12) 

which converges in the circle I z - z0 I < I z0 I (i.e. the circle's 
center is at z0 and the circle's radius is equal to the distance from 
point z0 to point z = 0). 

Indeed, according to the Taylor formula, 
00 

I ( ) _ "'V /(h) (zo) ( _ )h 
z - .LJ k! z z0 • 

1!=0 

Moreover, from (22.3') it follows that j' (z) = aza/z, so that f<"> (z) = 

k! (h) zaz-11 • Substituting the expressions for the various deriva­
tives into the Taylor formula, we arrive at (22.12). 
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Note that (22.12) has the same form as the Taylor formula from 
mathematical analysis for a power function (for z0 , z, and a real). 

When a is real and x1 and x 2 are real and positive, 

(xtx2)a = x~x'f:. 

However, a similar relationship 

(z z )a = zaza 1 2 1 2 (22.13) 

for z1 and z2 nonzero and complex-valued must be interpreted diffe­
rently because of the multiple-valuedness of za. We must interpret 
(22.13) in the same sense as we did (21.15) for the logarithm. Pre­
cisely, if w1 and w2 are values of za at points z1 and z2 , then w1w2 is 
one of the values of za. at point z1z2 • Moreover, if w0 is a value of za. 
at point z1z2 , then there are values w1 = z~ and w 2 = z~ such that 
w0 = w1w2. The proof follows directly from (22.6). 

22.3 The branch points of the power function The definition of 
the power function and Property 5 of the logarithm (Sec. 21) yields 
the following property of the power function: 

(6) Suppose f (z) is the element of za at a point z0 =I= 0, oo. Then, 
when the point z = 0 is circuited in the positive sense, the element 
is multiplied by ei2na, i.e. 

f (z) - ei2.na.f (z), (22.14) 

while when the point z = 0 is circuited in the negative direction, 
the element is multiplied by e-i2na, i.e. 

f (z)- e-i2.na.t (z). (22.14') 

In Sec. 21 we introduce the concept of a branch point. Property 6 
implies that the points 0 and oo are the branch points of za if a is 
not an integer. Below we introduce the following classification of 
isolated branch points. 

Definition 1. Suppose a function F (z) is analytic in the annulus 
K: 0 < I z - a I < p, and suppose that at each point of this annu­
lus F (z) has exactly n ~ 2 different elements of F (z). Then we say 
that F (.::) at point a has a branch point of degree of ramification n - 1 
or multiplicity n. The branch point at z = oo can be treated similarly. 

If n is finite, the branch point at z = a is said to be algebraic, 
while if n = oo, the branch point at z = a is said to be of infinite 
multiplicity or is called a logarithmic branch point. 

Remark 4. We can show (see Sec. 26) that if a function F (z) that 
is analytic in an annulus K has exactly n different elements at a 
point of the annulus, then this is true for all points of the annulus 
(this is also true for the case where n = oo). 

Example 9. Points 0 and oo are branch points of multiplicity n of 
the function VZ: For instance, for Vz these points are branch points 
of multiplicity 2. 

11-01641 
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Indeed, suppose f 0 (z) is an element of Vz at a point z0 =I== 0, oo. 
Then all the elements at this point have the form 

fk(z)=eiZnkfnj0 (z), k=O, 1, ... , n-1, 

i.e. there are exactly n of such elements. 0 
Example 10. The function F (z) = 11Vz is analytic in the annulus 

0 < I z I < oo; points 0 and oo are branch points of multiplicity 2 
for this function. 0 

Remark 5. Here is a typical mistake involving the singularities 
of the function F (z) = 1/Vz. It is often stated that point z = 0 is a 
pole of 1!Vz since lim (1/Vz) = oo. This, however, is not true 

z-o 
since poles are singularities of single-valued functions. 

Example 11. The function F (z) = y ~~! has two branch 

points of multiplicity 2: z = ±1. Point z = oo is not a singular 
point. Indeed, 

F (z) = V G (z), 
1-(1/z) 

G (z) = 1 + (1/z) · 

Function G (z) is regular at point z = oo since G ( oo) = 1 =I== 0. By 
Theorem 2, F (z) is analytic in the extended complex z plane with 
points +1 and -1 deleted. 0 

In Sec. 21 we found that in every simply connected domain that 
does not contain points 0 and oo the function In z splits into regular 
branches. Since za = ea In z, we can say that in every such domain 
the function za splits into regular branches. Any two such branches 
differ by a factor of ei2nak, where k is an integer (see (22.6)). 

Example 12. Suppose S is the sector 0 < arg z < ~ ::::;;; 2n. In 
this sector the function za splits into regular branches. One such 
branch is determined (for a real) by the formula 

f0 (z)= lzlaeiaargz, 0<argz<2n. 

The other branches of this function have the form 

fk (z) = ei2nakfo (z), 

where k is an integer. 

(22.1!'>) 

(22.16) 

For instance, Vz splits into two branches, fo (z) = VTZT e(i/2l arg z 

and fdz) == - j 0 (z), where 0 < arg z < 2n (cf. Sec. 13). 
Now suppose that a > 0 and 0 <a~::::;;; 2n. Then the branch 

w = /0 (z) of za maps the sector S: 0 < arg z < ~ in a one-to-one 

manner onto the sector S: 0 < arg w < a~ in the complex w plane 
(Fig. 61), i.e. unfolds the initial sector (S) a times. Indeed, from 
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(22.6) it follows that if w = pehP and z = reicp (0 < <p < ~), then 

p = ,.a, 'ljJ = CX<p, 

so that points w fill up sector S (Fig. 61). 0 
Example 13. Suppose D is the complex z plane with a cut 

along the semiaxis [0, + oo) (Fig. 47). The function F (z) = Vz 
splits in this domain into two regular branches 

fdrei~V) = Vr ei<P/2, / 2 (z) ==- fdz). 

Here z = reia, 0 < <p < 2n. The function w = /1 (z) maps D in a 
one-to-one manner and conformally onto the upper half-plane 

Fig. 61 

Im w > 0, while the function w = / 2 (z) maps D onto the lower half­
plane Im w < 0 (see Fig. 47). 

We take z = x + iO, with x > 0 (i.e. point z lies on the upper 
bank of the cut). Then / 1 (x + iO) = V x > 0. But if z = x - iO 
(i.e. point z lies on the lower bank), then / 1 (x - iO) - Vx. 0 

22.4 The Riemann surface for za If a is such that za is an 
infinite-valued function, the Riemann surface for z"- will be the same 
as for the logarithm. A new type of Riemann surface appears when 
.:r.t is finite-valued. 

Let us build the Riemann surface of Vz. SupposeD is the complex 
:plane with a cut along the ray (- oo, 0]. Then the function Vz 
.'-'plits in D into two branches, / 1 (z) and / 2 (z), such that / 1 (1) = 1 
and / 2 (z) = -/1 (z). We take two copies D 1 and D 2 of D and as­
~umethatthefunctionfk (z) is defined in Dk (k = 1, 2). Then for a 
point z belonging to D,. we have 

f 1. 2 (rei·•) = ± Vr ei<P/2, - n < <p < n. 
Ll't lk be the cut in the sheet Dk, with lj; and lJ, the upper and 1lower 
hanks of the cut. Since <p = ±n on lj;, we have 

ft (z) I zEit= /2 (z) lzEii• 

f 1 (z) lze11 = f (z) I :ELt· 

II* 
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For this reason, to obtain a surface on which V z'is single-valued we 
must paste the upper bank l~ to the lower bank z; and the lower bank 
lj_ to the upper bank z; (criss-cross). This means we have the Riemann 

Fig. 62 

surface for Vz (Fig. 62) with a self-intersec­
tion. 

The Riemann surface for vz can be con­
structed along the same lines. Take n copies 
Do, D1, ... , Dn-1 of D, which is the com­
plex z plane with a cut along the ray (- oo, 
0]. In each domain Dk we consider the regu­
lar function 

t~~. (z) = vre(i/n)(cp+2kn) 

(z = reiCI', -n < cp < n). 

Then tk (z) lzelk = fk+l (z} I zElJ; . We paste the bank zc, to the bank 
.li, then Zt to l2_, and so on, and finally Z:;i_1 to l~. We have arrived 
at the Riemann surface of vz with self-intersections. 

Note that the Riemann surface for 'Vz is simply connected for 
any integral value of n. 

22.5 Examples The definition of a branch point of multiplicity 
n requires that at each point of the annulus 0 < I z - a I < r there 
be exactly n different elements (not values!) of the analytic function 
F (z) considered. Here are soma examples that show that this re­
quirement cannot be replaced by the condition that at each point 
there be exactly n values of F (z). 

Example 14. The function F (z) = Vi sin z has exactly two sin­
gular points, 0 and oo, which are branch points of multiplicity 2. 
But at zk = krr,, k = ±1, ±2, ... this function assumes only one 
value: F (zk) = 0. 0 

Example 15. Consider the function 
F (z) = zz = ez In z 

All values of this function at z = 1/n (n a positive integer) are given 
by the formula 

F ( _1_) __ 1_ ei2kn/n k- 0 1 n 1 
n -'Vn '-, , ... , -. 

Hence, at z = 1/n the function z' has exactly n different values. 
Now suppose a is an irrational number. Then F (a) has an infinitude 
of values: 

F (a)= aseta2kn, k = 0, ± 1, ± 2, . . . . (22.17) 

Thus, at different points of the domain 0 < I z I < oo this function 
has different numbers of values. 
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Let us now show that point z = 0 (and, hence, point z = oo) is 
a logarithmic branch point for F (z). We take the element lo (z) of 
this function at a point z0 ;:fo 0, oo and circuit point z = 0 in the 
positive direction. Since the element of In z will increase by +2ni, 
after one circuit the element becomes e2:rr iz lo (z). Hence, all the el, 
ements of zz at point z0 -=F 0, oo are given by the formula 

j,, (z) = lo (z) e; 2h:rtz, k = 0, ±1. ±2, ... , . 0 

Example 16. Let us calculate ii, i.e. the values of zz at point i. 
Formula (22.17) yields 

:1 
.· - -2+2k:-t 
~· = e k = 0, ± 1' ± 2, . . . . 

Note that all the values of ii are real. D 
Here are additional examples of the type of Example 4. 
Example 17. The expression of the type F (z) = Y z2 determines 

two analytic functions, F1 (z) = z and F 2 (z) = -z. 0 
Examples 4 and 17 show that we must be very careful when deal­

ing with formal expressions for multiple-valued functions. The oper­
ations on analytic functions ·were properly introduced at the begin­
ning of this section. On the other hand, the examples given below 
show that not all expressions involving the root sign or the log­
arithm are multiple-valued functions. 

Example 18. The function F (z) = cos Vzis analytic in the domain 
0 < I z I< oo, according to Theorem 2. We will show that this 
function is single-valued. We select a point z0 and any element I (z) 
of Vz at this point and circuit point z = 0. As a result, I (z)-+ 
-1 (z), cos I (z)-+ cos I (z), in view of the fact that the cosine is 
an even function. This implies that cos Vz is a single-valued func­
tion. Point z = 0 is a removable singularity in this case; hence, 
cos Vz is an entire function. The only singularity at z = oo is an 
essential singularity. D 

Example 19. The function F (z) = (sin YZ)!Yz is also an entire 
function. (Here Vz in the numerator and denominator means the 
same analytic function.) 0 

The function zcx is indeed a complicated function. 
Example 20. Consider the equation za = 1, a ;:fo 0. Solving it, we 

obtain a In z = 2kni, whence 

zk = e<ifcx)~kn, k = 0, ± 1, ± 2, .... 

Let a be a real number. Then the roots zk lie on the unit circle. If a 
is irrational, these roots everywhere densely fill the unit circle 
I z I= 1. 

Such a situation is impossible for a regular function because if a 
function I (z) is regular in a neighborhood of the unit circle I z 1 = 
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= 1, then on the circle there can be no more than a finite number of 
solutions of the equation f (z) = 1. The given example can be in­
terpreted as follows. We cut the complex z plane along, say, the 
semi axis (- oo, OJ. The function splits into an infinitely large num­
ber of regular branches in such a plane. For each branch there is 
only a finite number of points on the unit circle I z I = 1 at which 
the function assumes the value of 1. In other words, the roots of the 
equation zrx = 1 lie on different sheets of the Riemann surface. 0 

23 The Primitive of an Analytic Function. Inverse 
Trigonometric Functions 

23.1 The primitive of an analytic function Suppose we have 
an analytic function F (z) generated by the element f 0 (z) at a point 
z0 =I= oo. Let us take a small circle K centered at z0 and consider 
the function 

z 

g0 (z)=) /0 (~)d~, zEK, (23.1) 
zo 

where the integral is taken along a path lying in K. Then g0 (z) is 
regular in K. 

An analytic function G (z) generated by the element g0 (z) at a 
point z0 is called a primitive ofF (z). We will use the notation 

z 

G (z) = ) F (~) d~. (23.2) 
zo 

Theorem 1 If a function F (z) is analytic in a domain D, its 
prtmitive G (z) is also analytic in D. 

The proof of this theorem is exactly the same as that of Lemma 2 
of Sec. 21. Supoose curve y lies in D and starts at point z0 • We take 
a point ~ of y and denote the arc along y connecting points z0 and ~ 
by y~. Now f (z) is the element ofF (z) at point ~ obtained by con­
tinuing analytically the initial element f 0 (z) along Yr;· We take a small 
circle K centered at point ~ and select a point z E K. Then 

z 

g (z) = ~ F (~') d~' + .) f (~') d~'. 
"I'~ b 

where the second integral on the right-hand side is taken along a 
curve lying in K. By Theorem 5 of Sec. 9, g (z) is regular in K, i.e. 
is the element at point ~. and if ~ = z0 , we have g (z) = g0 (z). Thus, 
at each point ~ of y we have constructed an element, and the consis­
tency of these elements is verified in the same way as in Lemma 2 
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of Sec. 21. This proves that the element g0 (z) is analytically con­
tinuable along y, so that the function G (z) generated by this element 
is analytic in D. 

It is obvious that 
G' (z) = F (z). 

Moreover, if G1 (z) and G2 (z) are two primitives of a single analytic 
function F (z), then G1 (z) - G2 (z) = const. 

23.2 The functions arctan z arccot z, artanh z, and arcoth z 
The function arctan x (x real) allows for the following integral re­
presentation: 

X 
• dt 2 

arctan x = .\ 1+ 12 • 

0 

The function (1 + z2)-1 is regular in the e11tire complex plane 
except at the poles z = +i. We assume that 

z 
r d~ 

arctan z = J 1 +~2 • 
0 

(23.3) 

By Theorem 1. arctan z is analytic in the complex z plane with 
points +i and -i deleted. 

Let us express arctan z in terms of the logarithm. We have 
2 ; 

\' ~ _ ....!_ l' { 1 1 ) 1 1 + iz 
J 1 + ~2 - 2 J 1- i~ + 1 : i~ d~ = 2i In 1- iz • 
0 0 

Hence, 
1 1+ iz arctan z = -2 . ln -1-.-, 

I -IZ 
(23.4) 

which shows that arctan z is analytic in the extended complex z 
plane with points +i and -i deleted. The analyticity of arctan z 
at point z = oo follows from the representation 

1 i+z- 1 
arctan z = -2 . In --=r--:-. 

! z -£ 

The two points z = +i and z = -i are logarithmic branch points. 
The function arctan z is the inverse of tan z, i.e. 

tan (arctan z) = z 
for all z =1= ±i, oo. 

Remark 1. If we wish to be precise, we must say that arctan z is 
the right inverse of tan z. Indeed, the multiple-valued expression 
F (z) = arctan (tan z) defines not one but an infinitude of analytic 
functions Fk (z) = z + kn, k = 0, ±1. ±2 ..... 
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Let / 0 (z) be the element of arctan z at point z = 0, so that j 0(0) = 
0. Then 

00 

f (z) - "" (-1)n ,.2n+1 
0 - L.J 2n+1 ~ · (23.5) 

n=O 

The series converges in the circle I z I < 1. 
The formula for the derivative of arctan z, known from mat!­

ematical analysis for real z's, remains unchanged: 
d 1 

Tz arctan z = 1 +z2 • 

The analytic functions arccot z, artanh z, and arcoth z are intro­
duced in a similar manner. Since all these functions can be ex­
pressed in terms of the logarithm, calculating their values results in 
calculating values of the logarithm. For this reason they play no 
independent role in the theory of functions of a complex variable. 

23.3 The functions arcsin z, arccos z, arsinh z, and arcosh z For 
real x E [ -1, 1] the function arcsin x allows for the following inte­
gral representation: 

X 

. ~ dt arcsin x = ,1 . 
y 1-t2 

0 

Let us continue this function analytically to complex values of the 
independent variable. To this end we use Theorem 1. The function 
F (z) = 1/V 1 - z2 is analytic in the complex z plane with points 
+1 and -1 deleted (these are the branch points ofF (z)). By Theo­
rem 1, the function 

. \' dt arcsm z = .. -- 1 _-~2 (23.6) 
0 

is analytic in the complex plane with points +1 deleted. The inte­
gral is taken along any path not passing through points +1. 

We will fix the initial element fo (z) of the function arl'sin z at 
point z = 0. We can do this either via the series 

00 

f ( ) . , "" (2n-1l) !I 1 zZn+i, 
0 z = arcsm z = z -, L.J (2n) !I 2n+i 

n=1 

or via the integral representation 

zED. 
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Here D is the complex plane with cuts along the rays (-oo, -11 
and [ 1, oo), the integral is taken along a path lying in D, and the­
branch of the square root is the one on which 

V 1-~2 ~~=o= 1. 
The function arcsin z can also be expressed in terms of the log­

arithm. For all z =I= +1, oo we have 

sin w = z. w = arcsin z. 
Solving the equation 

for z, we find that 

arcsin z =- i ln (iz + V 1-z2). (23.7) 

Let us study the special features of arcsin z concerning its mul­
tiple-valuedness. Let 1'+ and 1'- be simple closed curves with their 
initial points at z = 0; points 
z = 1 and z = - 1 lie inside y _ Y+ 
1'+ and 1'- respectively (Fig. 
63). The curves 1'- and y + 
are oriented in the positive 
and negative senses, respec­
tively. For instance, we can 
take the Circles I z + 1 I = 1 
for 1'± (Fig. 63). Finally, sup-
pose I 0 (z) is the initial ele- Fig. 63 
ment of arcsin z at point z = 0. 

(1) We continue / 0 (z) analytically along curve 1'+· We select a 
point z lying in a small neighborhood of point z = 0. Then the ele­
ment I (z) obtained as a result of analytic continuation is equal to 
the integral along a path y that connects points 0 and z and con­
sists of 1'+ and the segment Yz = [0, z], i.e. y = 1'+ Y:· As the branch 
point z = 1 is circuited, V 1 - z2 -+- V 1 - z2• Hence, 

, a: 
l(z)= -fo (z)+ J -y1 ..:_~2 • 

'I'+ 

The branch of the square root is the one on which 1/ 1 - ~2 l~=o = 
1 (at the initial point of Y+). By Cauchy's integral theorem, the 
integral along y is equal to the integral along the cut [0, 1]. On 
the upper hank of the cut V 1 - x2 > 0, while on the lower bank 
V1- x2 < 0. Hence, 
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The final result is that when curve 1'+ is traversed once, 

fo(z)-+[-fo(z) +nl. (23.8) 

Reasoning along the same lines, we find that when curve 1'- is 
traversed once, 

fo (z)-+ [-fo (z)- nl. (23.9) 

For instance, after curve 1'+ is traversed twice, / 0 (z)-+ / 0 (z). 
(2) Now we continue / 0 (z) analytically along 1'+1'-· We have 

f 0 (z) -+ [f 0 (z) + 2n]. (23.10) 

But if we eontinue / 0 (z) analytically along 1'-1'+• 

fo (z)-+ [/0 (z) - 2nl. 

This implies, for one, that 1'-1'+ and 1'+1'- are not homotopic in 
the plane with deleted points z = ±1 (otherwise the analytic con­
tinuation of f 0 (z) along these two curves would lead to the same 
~lement; see the monodromy theorem of Sec. 24). Moreover, point 
z = oo is also a branch point of arcsin z, since we circuit this point 
when we traverse 1'+ y:::1 during analytic continuation. This branch 
point is of infinite multiplicity, since 

fa (z)-+ / 0 (z) + 2kn 

under analytie continuation along the curve (y+y:1)h (k = 
+1, ±2, ... ). The analytic functions arccos z, arsinh z, and 
areosh z are introduced in a similar manner. All these functions can 
he expressed in terms of the logarithm. 

24 Regular Branches of Analytic Functions 
24.1 The monodromy theorem We will now show that the con­

~epts of a single-valued analytic function and of a regular function 
are identical. Suppose we have a function F (z) that is regular in a 
.domain D. At each point z. E D the element f z. (z) is naturally 
fixed, i.e. it is the function F (z) proper. We fix the point z0 ED 
and the element fz. (z) at this point. If a curve y connects points z0 

and z and lies in D, then fz. (z) in a quite obvious manner allows 
for an analytic continuation along y, namely, we can take the func­
tion F (z) as the element at a point z* E y. 

If F (z) is analytic in D and is single-valued in D, then it is regu­
lar in D. Indeed, in a neighborhood of any point in D, the values of 
F (z) coincide with those of a (unique) element, so that F (z) is regu­
lar at every point of D. 

The following theorem plays an exceptional role in the theory of 
multiple-valued analytic functions. 
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The monodromy theorem SupposeD is a simply connected domain 
in the extended complex plane and suppose f (z), the element of this 
function at a point z0 , allows for analytic continuation along all curves 
starting at z0 and lying in D. Then the analytic function F (z), which 
is the result of analytic continuation of f (z) along all such curves, is 
regular in D. 

By the hypothesis of this theorem, f (z) generates a function that 
is analytic in D. Hence an alternative formulation of the mono­
.O.romy theorem: 

A function that is analytic in a simply connected domain is regular 
in this domain. 

Proof. Let Yo and y1 be curves given by the equations z = a 0 (t) 
and z = a1 (t), 0 ~ t ~ 1, lying in D, and connecting points z0 and 
z1 • We wish to show that the analytic continuation of the element 
f (z) along Yo and y1 results in the same element at z1 • We will then 
have proved that the analytic function F (z) generated by the ele­
ment f (z) is single-valued in D, and by the above-made remark the 
function F (z) is regular in D. 

For the sake of simplicity we assume that D is a bounded domain. 
Since D is simply connected, Yo and y1 are homotopic in D, i.e. 
there is a function <D (s, t) with the following properties (Sec. 3): 

(1) The function <D (s, t) is defined and continuous in the square 
K: 0 ~ s, t ~ 1 and its values lie in D. 

(2) <D (s, 0) = z0 and <D (s, 1) = z1 for 0 ~ s ~ 1; <D (0, t) = 
a0 (t) and <D (1, t) = a1 (t). 

For each fixed s E [0, 1] the equation z = <D (s, t), 0 ~ t ~ 1, de­
termines a curve y. lying in D and connecting points z0 and z1• If 
the numbers s, s' E [0, 1] are near each other, then the distance 
between the curves y,. and Ys' is small, a fact that follows from the 
-definition of distance between curves, p (y8 , Ys~) = max I <D (s, t) -

O~t~t 

<l> (s', t) 1. and the uniform continuity of <D in K. Hence, by 
Lemma 3 of Sec. 20, for every s E I = [0, 1] there is a positive 8 (s) 
:such that if s' lies in the interval I 8 = (s- 8 (s}, s + 8 (s)), then 
the analytic continuation off 0 (z) along all such curves Ys' results in 
the same element at point z1 • By the Reine-Borel lemma, we can 
always select a finite number of intervals I.1, 0 = s0 < s1 < ... 
. . . < sn = 1 that cover the segment I and are such that the inter­
vals I,1 and I.1+1, 0 ~ j ~ n - 1, have a nonempty intersection. 
If s E I •• n I 81 , the analytic continuation off (z) results in the same 
element at point z1 ; the same is true for s E Z.1 n Is,; and so on. Con­
tinuing this line of reasoning, we find that the analytic continuation 
of the element f (z) along any curve y., 0 ~ s ~ 1, results in the 
same element at point z1 • 

The above proof results in the following corollary, which is known 
as the monodromy theorem, too. 



172 Multiple-Valued Analytic Functions 

The monodromy theorem (an alternative formulation) Let the 
element f (z) be fixed at a point z0 and allow for analytic continuation 
along any curves that start at z0 and lie in a domain D. If two curves, 
y0 and y1 , start at point z0 and are homotopic in D, the analytic con­
tinuation of f (z) along Yo and y1 results in the same element. 

Domain D can be multiply connected. 
24.2 Isolating regular branches Any element of an analytic 

function is said to be a regular branch of this function. The mono­
dromy theorem gives a simple and convenient algorithm for isolat­
ing the branches of a multiple-valued analytic function. Precisely, 
suppose we have a function F (z) that is analytic in a finitely connect­
ed domain D. We cut this domain in such a way that it becomes a 

simply connected domain D; this can be done in the same way as 
~ 

in Sec. 9 (Fig. 43). We fix the element / 0 (z) at a Eoint z0 ED. By the 

monodromy theorem this element generates in D a regular function 
F 0 (z) that is a regular branch of F (z). Different elements at point 
z0 generate different regular branches of F (z). In this way F (z) splits 

in D into regular branches. Note that the cuts that make D a simply 
connected domain can be made in different ways, which means that 
a multiple-valued analytic function can be "cut" into regular bran­
ches in different ways. 

Here are some examples illustrating the process of splitting a 
multiple-valued function into regular branches. 

Example 1. Let us cut the complex z plane along a simple curve y 
connecting points 0 and oo. The resulting domain D is simply con­
nected. Let us show that the function ln z splits in D into regular 
branches. We fix point z0 ED and the element f (z) of the logarithm 
at this point. Since this element allows for analytic continuation 
along any curve not passing through 0 and oo, the monodromy theo­
rem implies that this element generates in D a regular branch of 
n z. In D the function In z splits into an infinite number of regular 

branches. If / 1 (z) and f 2 (z) are two regular branches of the loga-
rithm, then / 1 (z)- / 2 (z) = 2kni at zED, with k an integer (see 
Sec. 21.2). 

Similarly, the function za splits in D into regular branches. If a 
is a real, irrational number or if lm a =1= 0, there is an infinitude of 
regular branches. And if a = p/q, where p and q are coprime num­
bers and q > 1, then there are exactly q different regular branches 
(Sec. 22). For example, the function vz splits in D into n regular 
branches. 

If f1 (z) and / 2 (z) are two different regular branches of za in D, 
then / 2 (z) = e24rda / 1 (z), with k nonzero integer (see Property 2 in 
Sec. 22). D 

Example 2. Let f (z) be the regular branch of the function In z in D 
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(Fig. 31) on which I (1) = 0. We wish to calculate the values of 
i (-2), I (3), and I (-4). By Eq. (21.5), at zED, 

I (z) = ln I z I + i!J. v arg z, 

where the curve y connects the points 1 and z and lies in D. Hence, 

I ( -2) = ln 2 + ni, I (3) = ln 3 + 2ni, 

I ( -4) = ln 4 + 3ni. 0 

Example 3. Let us expand the regular function I (z) of Example 2 
in a Taylor series in powers !of z - 3. Equation 21.10 then yields 

00 

f(z)=ln3+2ni+ ~ (-i)k-l(z- 3)~<. 0 
k3k 

k=i 

Example 4. No regular branches of the functions ln z and vz 
(n > 1) can be isolated in D: 0 < I z I < oo. This fact follows 
from Property 5 in Sec. 21 and Property 6 in Sec. 22. 0 

Example 5. Let Du. be the complex z plane with a cut along the 
ray z = reiu., 0 ~ r < oo, 0 <a< 2n. Then, by the monodromy 
theorem, the function Vz splits in Du. into two regular branches. We 
normalize the branch fu. (z) by the condition that fu. (1) = 1 and 
calculate fa. (i) (a =I= n/2). We have 

lu. (i) = eir:P/2, <p = 11., arg z, 

where y lies in D and connects points 1 and i. 
( 1) n/2 < a < 2n. In this case the segment [ 1, il can be taken as 

y, so that <p = n/2 and Ia. (i) = eirt/4 • 

(2) 0 < a < n/2. In this case the arc z = e-it, 0 ~ t ~ 3n/2, 
can be taken as y, so that 

<p = -3n/2, lu. (i) = -ei"/4• 0 

Before we proceed with the other examples, let us explain the 
meaning of the expressions ln I (z), V f (z), and (! (z))a., where I (z) 
is a regular function. The formula F (z) = ln I (z) cannot completely 
define an analytic function since we must fix the initial element or, 
in view of the properties of the logarithm, the value of the function 
at a point (see also Example 4 in Sec. 22). On the other hand, 

F (z) = In I (z), F (z0) = w0 • 

where w0 is one of the values of In I (z0), completely defines the ana­
lytic function F (z). 

Example 6. Suppose we have a function I (z) that is regular and 
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nonzero in a simply connected domain D. Then the function 

F (z) = In f (z), F (z0 ) = w0 , 

is regular in D. Here ewo = f (z0). 

Indeed, the function F (z) is analytic in D (Theorem 2 of Sec. 22) .. 
and by the monodromy theorem this function is regular in D. The­
function F (z) is uniquely determined by the relationships 

eF<z> = f (z), F (z0 ) = W0 

and the condition that it is regular in D. Its values are given by th& 
formula 

F (z) = In If (z) I + i [Im w0 +d.., arg f (z)], (24.1) 

where curve y lies in D and connects points z0 and z. 0 
Example 7. Suppose we have a function f (z) that is regular and 

nonzero in a simply connected domain D. Then the function 

F (z) = VI (z), F (z0) = w0 , 

where w~ = f (z0), is regular in D. 0 
Let us consider various functional relationships for the logarithm 

and the power function. Suppose II (z) and / 2 (z) are two functions 
that are regular and nonzero in a simply connected domain D. 
Then the functions 

FI (z) = ln II (z), 

F 2 (z) = ln / 2 (z), 

F 0 (z) = In (II (z) f 2 (z)), 

are regular in D (see Example 6). 
Lemma 1 If w0 = wi + w2 , then 

FI (z0) = zv1 ; 

F 2 (z0) = w 2 ; 

Fo (zo) = Wo, 

F 0 (z) = FI (z) + F 2 (z) 

in D. 

(24.2) 

Proof. The function F (z) = FI (z) + F 2 (z) is regular in D and 
eF<z> =/I (z) / 2 (z), F (z0) = w0. These conditions define a unique 
function that is regular in D (Example 6). Since F 0 (z) satisfies these 
conditions, too, i.e. 

eFo(z) =/I (z) / 2 (z), F0 (z0) = W 0 , 

we conclude that F (z) = F 0 (z) in D. The proof is complete. 
We can write (24.2) formally as 

ln (/1 (z) / 2 (z)) = ln / 1 (z) + ln / 2 (z), zED. (24.3) 

The exact meaning of (24.3) was discussed in Lemma 1. 
The following relationships can be proved valid in a similar 
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manner: 

ln -f;ffi-= ln 11 (z) -ln 12 (z), 

Vldz)I2(Z)= Vli<z) Vlz(z), 

1/fdz)= v:M:Zl 
r !2 (z) -v·t2 (z) ' 

U1 (z) 12 (z))~ = (J1 (z))~ (J2 (z))a. 

(24.4} 

Here I 1 (z) and f 2 (z) are two functions that are regular and nonzero 
in a simply connected domain D and all z's belong to D. 

The exact meaning of Eqs. (24.4) is as follows. On the right- and 
left-hand sides of all the relationships in (24.4) the functions are 
regular in D, which means that in each relationship the values of 
the right- and left-hand sides coincide at a point z0 ED. Take, for 
example, the second relationship. It should be interpreted in the 
following way: 

F0 (z) = F 1 (z) F2 (z), 

where 

F0 (z) = V 11 (z) 1~ (z), 

F1 (z) = V li(z), 
and w0 = w 1w2 • 

F0 (z0 ) = w0 ; 

Fi (z0 ) = wi, j = 1, 2. 

Formulas (24.3) and (24.4) lead to important relationships for th~ 
argument of the product and quotient of two functions. 

Corollary Suppose / 1 (z) and f 2 (z) are regular and nonzero in a 
domain D and curve y lies in D. Then 

~" arg (f 1 (z) 12 (z)) = ~v arg 11 (z) + ~v arg 12 (z), 

~I' arg ( ~: ~:n =~'I arg ldz)- ~I' arg 12 (z). 

(24.5) 

(24.6) 

Proof. Let us prove the validity of (24.5). Let D be simply con­
nected, y connect points z0 and z, and Fi (z), j = 0, 1, 2, be the 
same functions as in Lemma 1. Then at z E D we have 

Fi (z) = ln I fi (z) I+ i [lm wi + ~" arg fi (z)l. j = 1, 2, 

F 0 (z) = ln I / 1 (z) / 2 (z) I + i fim w0 + ~" arg (/1 (z) / 2 (z))J. 

Substituting these expressions into (24.2) and bearing in mind that 
w0 = W1 + w2 , we arrive at (24.5). 
~ow supposeD is a multiply connected domain. We cover ywith 

a finite number of circles K 0 , K 1, ••• , Kn (all lying in D) whose 
centers z0 , Zp ••• , Zn lie on y in an ordered fashion, with the z0 the 
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initial point and Zn the terminal point. We divide '\' into arcs l'o• 
l'!t •.• , l'n• where arc I'J lies inside K 1, so that '\' = '\'ol'l •.• 

• • . l'n-tYn· Then (24.5) holds for each I'J• as proved earlier. Since 
the variation of the argument along '\' is equal to the sum of the 
variations of the argument along y0 , ••• , Yn, we find that (24.5) is 
indeed valid. 

Formula (24.6) is proved similarly, with the help of the first 
formula in (24.4). 

Since the fact that two analytic functions are equal means that 
their initial elements are equal, formulas of the type (24.2) and 
(24.3) are valid for analytic functions, too. Let us assume, for the 
sake of simplicity, that the functions / 1 (z) and / 2 (z) are regular and 
nonzero in D. We select a point z0 ED. Then (see Example 7) the 
functions 

go (z) = Yft (z) /2 (z), go (zo) = Wo, 

are regular in a neighborhood U of this point. Suppose the w1 are 
such that w0 = w1w2 • Then, as we have just proved, 

g0 (z)=g1 (z)g2 (z), zEU. (24.7) 

If F 1 (z) is the analytic function generated by the element g 1 (z) 
fixed at point z0 , j = 0, 1, 2, then, by virtue of (24.7), 

F 0 (z) = F1 (z) F 2 (z), (24.8) 

where the equality is understood in the sense of that of two analytic 
functions. We can also write (24.8) as 

V ft (z) !2 (z) = V ft (z) V !2 (z); 

the exact meaning of this relationship has been explained above. 
Formula (24.3) and the remaining formulas in (24.4) can he inter­
preted in a similar manner. 

24.3 Regular branches of analytic functions in multiply connected 
domains The monodromy theorem does not say how to separate 
regular branches of a function F (z) in a multiply connected domain 
D. Here is a way of solving this problem. Suppose f (z) is an ele­
ment of F (z) at a point z0 ED and '\' is a closed curve lying in D and 
starting at z0 • If we continue f (z) along'\' analytically, we arrive at 
element g (z) at point z0 • Briefly this fact can he put as follows: 

f (z)- g (z) 

as curve y is traversed. 
Lemma 2 If 

f (z)- f (z) 
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as any arbitrary curve yin D is traversed, then element f (z) generates a 
branch ofF (z) that is regular in D. In other u-ords, thereexistsa func-
t;on F0 (z) that is regular in D and · 

F0 (z) == f (z) 

in a neighborhood of z0 • 

This lemma is quite obvious intuitively. A rigorous proof can be 
found in Shabat [ 1]. 

But if the traversal of a closed curve y in D leads to 

f (z)-+ g (z), 

with g (z) =I= f (z), the function F (z) does not allow for isolation of 
a regular branch in D. 

This is the procedure of isolation of regular branches in the gen­
eral case. It can be considerably simplified when we are dealing 
with such analytic functions as V f (z), ln f (z), and (/ (z))a, where 
f (z) is a function that is regular in a domain D. This follows from 
the fact that these functions have the same property as In z and za 
(see Sees. 21 and 22); precisely, any element of ln f (z) (and (! (z))a) 
at any point is completely defined by its value at the point. For 
this reason we have 

Lemma 3 Suppose a function f (z) is regular and nonzero in a do­
main D, and the analytic function F (z) = In f (z) is generated by the 
element F0 (z) at a point z0 ED. If all values ofF (z0) obtained as a 
result of traversal of all closed curves y lying in D and starting at z0 

coincide with F0 (z0), then the analytic function F (z) is regular in D. 
The same proposition is ualid for (! (z))a. 
Proof. We start with the first proposition. Suppose y is a closed 

eurve that lies in D and starts at z0 • Then F 0 (z)-+ F 1 (z) when y is 
traversed (here F 1 (z) is the element at point z0 ). By hypothesis, 
F 1 (z0) = F 0 (z0). Since any element of F (z) = ln f (z) at point z0 

is uniquely defined by its value at this point, we find that F1 (z) == 
F0 (z). By Lemma 2 the element F 0 (z) generates a function that 
is regular in D. The second proposition can be proved in a similar 
manner. 

Example 8. Let us show that the analytic function F (z) = f z2 - 1 
splits into two regular branches in a domain D 0 that is the complex 
z plane cut along the segments (-oo, -1] and [1, +oo). 

Since z2 - 1 =I= 0 in D0 , by Theorem 2 of Sec. 22 we can say that 
F (z) is analytic in D 0 • Since this domain is simply connected, the 
monodromy theorem states that F (z) splits in D 0 into regular 
branches. A regular branch is completely specified if we fix its value 
at a point z0 E D 0 : 

F0 (z) = Vz2 - 1, F 9 (z 0 ) = w0 , 

12-01641 
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where w~ = z~ - 1 (i.e. w0 is one of the values of V z~- 1). There 
are exactly two regular branches ofF (z) in D 0 , and they are related 
thus: F 1 (z) == -F0 (z), z E D 0 • 

Similarly, the function G (z) = ln z-
1
1 split in D 0 into regular z-r 

branches; there is an infmite number of such branches, each of which 
is uniquely specified by its value at a point z0 ED. For instance, one 

way to describe all the branches 
zo G"(z) is to write 

, z-1 
G0 (z) =~In z+i, G0 (0) = ni, 

Gk (z) == G0 (z) + 2kni 

(k = 0, ±1, +2, ... ). 0 

Example 9. SupposeD is the com­
plex z plane (not in the extended 

Fig. 64 sense) with a cut along [ -1, 1] 
(Fig.64). Let us show that the ana­

lytic function F (z) = V z-;;2,...-~1 splits in D into two regular bran­
ches. Note that D is multiply connected. 

Proof 1. Suppose the initial element F0 (z) of F (z) is fixed at a 
point z0 and let y be a simple closed curve starting at z0 and lying 
in D. The value ofF (z0) obtained as a result of traversal of y is 

F (z0) = F 0 (z 0) eiq>;2 , 

where <p = ~.., arg (z2 - 1). Since z2 - 1 = (z- 1) (z + 1), we can 
write 

<p = <f!1 + <p2 , <f!t = ~.., arg (z - 1), fP 2 = ~.., arg (z + 1). 

(1) If the segment [-1. 1] does not lie inside y, then <p1 = <p 2 = 
0, so that F (z0) = F 0 (z0). 

(2) If the segment [-1, 11 does lie inside y (Fig. 64) and y is 
oriented in the positive sense, then <p1 = <p2 = 2n, so that <p = 4n 
and again F (z 0) = F0 (z 0). If y is oriented in the negative sense, 
then <p = -4Jt. 

We have just proved that the function 

/ 0 (z)=Vz2 -·1, zED; / 0 (Z 0 )=w0 , 

is regular in D (here w0 is one of the values of V z~ - 1). Similarly­
the function 

/1 (z) = Vz2 - 1. zED; f1 (z0) = -Wo, 

is regular in D and 
!1 ~z) = -!0 (z), zED, 
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so that the function V z2 - 1 splits in D into two regular branches. 
Proof 2. We write 

F ( z) = zG ( z), G ( z) = V 1 - z\ , 
where G (z) is fixed by the condition that 

G ( ) _ Fo (z 0 ) 
o Zo __ z_o_' 

with F 0 (z) and G0 (z) the initial elements ofF (z) and G (z) at point 
z0 • The function z is regular in D. The function G (z) is analytic in 

the simply connected domain jj = D U {z = oo} on Riemann's 
sphere. According to the monodromy theorem, the function G (z) 

is regular in f5 and, hence, in D. Consequently, the function 

F (z) = zG (z), zED; F (z0) = F 0 (z0), 

is regular in D. 0 
Example 10. Suppose D is the complex z plane with a cut along 

the segment [ -1, 1] and f (z) is the branch of V z2 - 1 that is regu­
lar in D and such that f (2) = V3. We wish to calculate the val­
ues of this function for real 
z = x. If zED, then 

f (z) =IV z2 -1l ei(q;,+q>,)/2 , 

'Pt = d., arg (z - 1), 
'P2 = d..., arg (z + 1), 

X+iO 

-I x-iO 

where curve y connects Fig. 65 
points 2 and z and lies in D. 

(1) Let x be greater than unity. Then we can take the segment 
[2, x] as y, so that lflt = lflz = 0 and f (x) = V x 2 - 1. (Here and 
below {1.11 the roots are assumed to be arithmetic roots.) 

(2) Now suppose that point x E (-1, 1) and lies on the upper bank 
of the cut. Then we can take a curve that lies in the upper half­
plane and connects points 2 and x as y (Fig. 65). Then 'Pt = n and 
(j'2 = 0, so that f (x + iO) = iY 1 - x 2 • 

(3) Now let x be less than -1. Then any curve that connects 
points 2 and x and lies in the upper half-plane can be taken as y. We 
have (p 1 = !p2 = +n. so that I (x) = -V x2 - 1. 

(4) Finally, suppose x lies on the lower bank of the cut, then a 
curve lying in the lower half-plane and connecting points 2 and x 
can be taken as y (Fig. 65). We have lflt = -n and !p2 = 0, so that 
I (x- iO) = - iV 1 - x 2 • 

Suppose that z = iy with y > 0. Let us take the segment [2, iy] 
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as i'· Then <p1 + <p 2 = n, so that f (iy) = i V y2 + 1 (y > 0). Sim­
ilarly, I (-iy) = - iV y2 + 1 (y > 0). 

Let us calculate f' (z). Formula (22.3) yields 

f'(z)= Vz:-1 =f~z)' D 

Example 11. Suppose D and f (z) are the same as in the previous 
example. Let us expand f (z) in a Laurent series in a neighborhood of 
point z = oo. 

The identity V z2 - 1 = zV 1 - 1/z2 implies that f (z) = zg (z), 
with g (z) a branch of V 1 - 1/z2 that is regular in D. Since f (z) > 
0 at x > 1 (see Example 10), we have g (x) > 0 at x > 1, so that 

lim g (x) = 1. Hence, g ( oo) = 1 and the sought-for expansion 
x-++oo 
has the form 

Example 12. Let us show that the analytic function 

F (z) = ln i-z 
1+z 

splits into regular branches in the domain D (Fig. 64), where D is 
the complex z plane cut along the segment [-1, 1]. 

Proof 1. Suppose F 0 (z) is the initial element of F (z) at a point 
z0 , and y is a simple closed curve lying in D and starting at z0 • The 
value F (z0), obtained as a result of traversal of y, is 

. 1-z 
F (z0 ) = F0 {z0} + t~v arg 1 +z. 

Moreover, 
1-z 

~varg i+z =<pi-<p2, <p 1 =~varg(1-z), 

<p2 = ~v arg (1 +z). 

If the segment [-1, 1] does not lie inside y, then <pi= <p2 = 0. 
But if the segment [ -1, 1] does lie inside y and the curve is orient­
ed in the positive sense, <p1 = 2n and <p 2 = 2n, so that again <pi -
<p2 = 0. Hence F (z0) = F 0 (z0) and the function 

1-z 
f(z)-ln 1+z, zED; /(z0)=F0 (z0), 

is regular in D. 
The number of branches into which F. (z) splits in D is countable. 
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A single formula can be given to describe these branches: 

h .. (z) =In/!~: I+ i/).v arg ~+~ + i Im w0 + 2kni, 

k=O, ±1, ±2, .... 
Here w0 = In zo+ 1

1 is a fixed value of the logarithm, and the curve 
Zo-

1' connects the points z0 and z and lies in D. 
Proof 2. The function 

-1+-1 
F(z)=ln 1z, F(z0)=F0 (z0), 

1+-z -is analytic in the domain D = D U {z = oo }. This domain is simply 
connected; hence, by the monodromy theorem, F (z) is regular in D 
and, therefore, in D. 0 

Example 13. Let D be the complex z plane with a cut along the 

segment [-1, 1] and f (z) is the regular (in D) branch of In 11+~on 
which f (0 + iO) = 0 (i.e. the value off (z) at the point z = 0 on the 
upper bank of the cut is zero). We wish to calculate the values of 
I (z) on the real and imaginary axes. 

In D, 

I (z)=In/~+~ j+i(cp1 -cp2), 

cp1 + /).'1' arg (1 - z), cp 2 = /).v arg (1 + z), 

with curve y lying in D and connecting point 0 (on the upper bank) 
with point z. 

(1) Suppose point z = x E (-1, 1) and lies on the upper bank. 
Then cp1 = cp2 = 0, so that 

(this is a real number). 

1-x I (x+ iO) = ln-1 ...L ,x 

(2) Now let z = x be greater than unity. Then cp1 = -n and 
rp 2 = 0, so that 

x-1 f (x) =In x+i -in. 

If z = x < -1, then cp 1 = 0 and cp 2 = n, so that 

x-1 
f (x) =In x+i -in. 

(3) Suppose point z = x E (-1, 1) and lies on the lower bank of 
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the cut. Then <p 1 = -2:rt and <p2 = 0, so that 

f (x-i0)=1n ;~; -2ni. 

(4) Suppose z = iy with y > 0. Then t:p 1 = -cp2 , with t:p 2 = 
arctan y, so that at y > 0 we have 

f (iy) = -2i arctan y, 

since 11 - iy I = I 1 + iy 1. Similarly, f (iy) = --2i(:rt -+-arctan y) 
at y < 0. [] 

Example 14. We take D and f (z) the same as in the previous exam­
ple. Let us expand f (z) in a Laurent series in a neighborhood of 
point z = oo. 

At y > 0 we have (see Example 13, case (4)) f (iy) = -2i arctan y, 
so that 

f(oo)= lim f(iy)= -ni. 
Y-+oo 

Hence, in a neighborhood of point z = oo we have 

f (z) = ln ~~~1(::)z) =- :rti + ln ( 1- +) -ln ( 1 + +), 
where the logarithms on the right-hand side are regular functions 
at point z = oo and vanish at this point. Expanding these functions 
in Laurent series, we obtain 

00 00 00 

. 1 'V (-1)n+l . 2 
f(z)= -:rt~- ~ nzn- L.J nzn = -m- ~ (2n+1)z2n+l" 

n=l n=l n=O 

This last series converges in the annulus 1 < I z I < oo. D 
Let a and b be two complex numbers, a =I= b, and D the complex z 

plane with a cut along the segment [a, b). We can show, by rea­
soning along the same lines as in Examples 9 and 12, that the ana­
lytic functions 

F(z)=V(z-a)(z-b), G(z)=ln :=~ 

split in D into regular branches. 
24.4 Regular branches of analytic functions in multiply connected 

domains (continued) 
Example 15. Let D be the complex z plane with a LUt along the 

segment [-1, 1] (Fig. 64). We wish to show that for real a's the 
function 

F(z)=(1-z)cx 
1+z 

splits in D into regular branches. 
Let the initial element F 0 (z) of F (z) be fixed at a point z0 and 
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suppose that y is a simple closed curve starting at ·z0 and lying in D. 
The value F (z0) obtained as a result of traversal of i' is 

1-z 
cp=~varg 1+z. 

Just as in Example 12, we have cp = 0, so that F (z 0 ) 

and, according to Lemma 3, the function 

( 1-z )a 
/(z)= 1--f-z ' 

is regular in D. Two different branches of F (z) in D differ by the 
factor ei2"ak, with k an integer. 0 

Example 16. Suppose D is the complex z plane with a cut along 

the segment [-1, 1], and/ (z) is the regular (in D) branch of (!+.:r. 
with a. a real number, on which f (0 + iO) = 1 (i.e. f (z 0 ) = 1 at 

point z0 = 0 on the upper hank of the cut). Let us calculate the 
values of f (z) on the real axis. At z ED we have 

f(z)=l;+: (eiaq;, cp=cp,-cp2, 

where cp1 = ~v arg (1 - z) and cp 2 = ~v arg (1 + z), and y is a 
curve that connects points 0 + iO and z and lies in D. The numbers 
cp1 and cp 2 are calculated in the same way as in Example 13. 

(1) If point z = x E (-1, 1) and lies on the upper hank, then 
cp 1 = cp2 = 0, so that 

f(x+iO)= ( !+-: r>O. 
(2) If z = x > 1, then cp 1 = - n and cp2 = 0, so that 

f (x) = ( =+-! r e-iaJt, 

But ·if z = x < -1, then cp1 = 0 and cp 2 = rc, so that 

( x-1 )a . f (x) = -- e-•aJt. 
x+1 

I h f ( x--1 )a n t ese ormulas x+ 1 is positive. 

(3) If point z = x E ( -1, 1) and lies on the lower bank, then 
cp 1 = -2n and cp 2 = 0, so that 

.0 ( 1-x )a .2 f(x-~ )= 1+x e-'a".O 

Example 17. Both D and f (z) are the same as in Example 16. 
We wish to calculate the first two terms in the Laurent expansion 
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Suppose the initial element F 0 (z) of F (z) is fixed at a point z0 ED 
and y is a simple dosed curve starting at z0 and lying in D. The 
traversal of y leads to the follo\ving: 

F(z0)=F0 (z0)ei<~>l 2 , er=~.,arg[(z2 -1)(z2 -4)]. 

Moreover, 

er = er1 + er2 +era + er~, fPi= ~., arg (z- zi), 
where z1 = -2, z2 = -1, Za = 1, and z~= 2. If the cuts do not 
lie inside y, then all the eri vanish, so that F (z0) = F 0 (z0). If only 

Zn-l 

Fig. 66 Fig. 67 

the segment [-2, -1] lies inside y, then era= <p~= 0 and er1 = 
~ 2 = 2n (if y is oriented in the positive sense), so that er = 4n 
and again F (z0 ) = F0 (z0 ). In the same manner we can prove that 
F (z0 ) = F0 (z0 ) if the segment [1, 2] lies inside y. By Lemma 3. the 
function 

f(z)=V(z2 -1)(z2 -4), zED; f(z0)=F0 (z0 ), 

is regular in D. 0 
Example 22. Suppose z1 , z2 , ••• , Z 211 are different complex numbers 

and 

F(z)=V(z-z1) (z-z2) •• • (Z-Z211 ). 

We cut the complex z plane along the simple nonconcurrent curves li 
<:onnecting the points z2j-l and z2i, 1 ~ j ~ n. Then in the resulting 
domain the function F (z) splits into two regular branches. (The 
proof is the same as in Example 21.) Ci 

Example 23. Suppose Pn (z) is a polynomial of degree n, i.e. 

Pn (z) = a (z - z1 ) (z - z2) ••• (z - Z11 ), a =I= 0, 
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whose zeros lie in the circle I z I< R. At what integral values of m 
{'.an a regular branch of 

F (z) = V P n (z) 

be isolated in the domain D: R < I z I < oo? 
Suppose the initial element F 0 (z) ofF (z) is specified at a point z0 

and y is a simple closed curve starting at z0 and lying in D. Traversal 
{)f y yields 

F (z0) = Fo (zo) ei<rlm, qJ = ((!1 + ((!2 + · · · + ((ln• 

(Pi = 11., arg (z- zi). 

If the interior of y lies in D, then all the <pi vanish. If y is oriented in 
the positive sense and contains the circle I z I < R, then all the 
qJi= 2n, so that qJ = 2nn. 

Hence, the function allows for isolation of a regular braneh in D 
i.f and only if ei2nn;m = 1, i.e. m must be a divisor of n. 0 

Example 24. The function 
(z-1) (z+4) 

F (z) =In (z- 3) (z+ 2), F (0) = w0 , 

where w0 is one of the values of In z lz= 213 , is analytic in D 0 , which 
is the extended complex z plane with points -4, -2, 1, and 3 de­
leted. Indeed, the function 

I (z) = (z-1) (z-f--4) 
(z-3) (z+2) 

is regular and nonzero in D 0 , so that the function 

F (z) = In I (z), F (0) = w0 , 

is analytic in D 0 , according to Theorem 2 of Sec. 22. Here are ex­
amples of domains in which a regular branch of F (z) can be isolated. 

(1) We cut the complex z plane along nonconcurrent rays starting 
at points -4, -2, 1, and 3. The resulting domain D 1 is simply 
connected, and by the monodromy theorem the function F (z) splits 
into regular branches in D 1 (see also Example 6). 

(2) We cut the complex z plane along the segments (-oo, -4), 
I -2, 1], and [3, oo). Let us show that in the resulting domain D 2 

the function F (z) splits into regular branches. Indeed, if y is a sim­
ple closed curve that lies in D 2 and contains in its interior the seg­
ment [ -2, 1}, then 

11 v arg I (z) = ((!1 + q12, 

z+4 z-1 
qJt=L1.,arg z-3' qJ2=11.,arg z+2. 

It is obvious that qJ1 = 0, since z + 4 =I= 0 and z - 3 =1= 0 in the 
interior of y. Also, qJ2 = 0, a fact that can be proved in the same way 
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of f (z) in a neighborhood of point z = oo. We have 

/(oo) = mil f (x) = e-ia;n 
X-++oo 

(see Example 16, case (2)). Moreover, 

' 1 )a; 
f (z) = (-1-i- z = e- irx;-,;g (z), 

1 I 1 ,­
z 

(1-+r 
g (z) = -, -1 } ' 

\ 1-,-
z ' 

where g (z) is regular at point z = oo and is equal to unity at this 
point. Expanding g (z) in a Laurent series in powers of 1/z, we obtain 

f ( z) = e- ian ( 1- 2: + .. • ) . 0 

Example 18. Let D be the complex z plane with a cut along the 
segment [0, 1]. The analytic function 

F(z)= v. z 1-z 

splits in D into three regular branches. This can be proved in the 
same manner as we did in Examplt\ 15. 

Let f (z) be a regular branch of F (z) in D that is positive on the 
upper bank of the cut. We expand t (z) in a Laurent series in a neigh­
borhood of point z = oo. At z ED we have 

1
3 ,r-, 

f (z) = V 1 z z eicp/3' 'P = 'Pt- 'P·~· 

where cp 1 = ~., arg z and cr2 = ~., arg (1 - z), and curve y lies in D 
and connects point z0 = 1/2 + iO (on the upper bank) with point z. 
Suppose z = x is greater than unity. Then cr1 = 0 and cr2 = -n, 
so that 

Hence, 

V-
I (x) = _x_ ein/3. 

x-1 

f(oo)= lim f(x)=ein/3. 
X-++oo 

In a neighborhood of point z = oo we have 

f (z) = ein/3 v 1 = ein/3 { 1- _1 ) -1/3 
1-1/z z ' 

where the value of the root at z = oo is unity. Hence, the sought­
for expansion is 
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Example 19. Suppose Pn (z) is a polynomial of degree n: 

Pn (z) = a (z - z1 ) (z - z2) ••• (z - Zn), a =I= 0, 

where z1, ••• , Zn are different complex numbers, and R >max I zk I, 
i<:;;;k<:;;n 

i.e. all the zeros of Pn (z) lie within the circle I z I< R. We wish to 
show that the analytic function 

F (z) = 'V P n (z) 

splits in the annulus D: R < I z I< oo into n regular branches. 
Suppose that the initial element F 0 (z) ofF (z) is fixed at a point 

z0 and that y is a simple closed curve starting at z0 and lying in D. 
The value of the element obtained as a result of traversal of y is 

F (z0) = F 0 (z0 ) eifi!fn , tp = .<1v arg Pn (z). 

Moreover, 
tp = fP1 + fP2 + · · · + fPn• fPi = .<1v arg (z- zi). 

If the interior of y lies in D, then all the fPi vanish, so that tp = 0 
and F (z0) = F 0 (z0). If the circle I z I < R lies inside y and this 
curve is oriented counterclockwise, then all the tp i = 2n, so that 
.-pin = 2n and again F (z0) = F 0 (z0). By Lemma 3, F (z) splits 
in D into regular branches. If / 0 (z) is one such branch, the other 
regular branches are 

fk (z) = ei2 nhJn fo (z), k = 1, 2, ... , n- 1 
Note that 

f(z)=VPn(z)---Vaz (z~oo), 

where va is a value of the root (different on each branch). 
Here is another way of proving this fact. We have 

F (z) = zG (z), G (z) = JY a ( 1 - z~ ) . . . ( 1- z~ ) , 

where d0G (z0) = F 0 (z0). The function G (z) is analytic in the sim­

ply connected domain D = D U {z = oo} and, by the monodromy 

theorem, is regular in this domain. Since i5 =::> D, we conclude that 
G (z) is regular in D. 0 

Example 20. Let F (z) be the function of Example 19. We fix 
point z0 and connect it with segments to all the zi, 1 ~ j ~ n; let D 
be the exterior of the resulting "star" (Fig. 66). Reasoning along the 
same lines as in Example 19, we can show that F (z) splits in D 
into n regular branches. 0 

Example 21. The function F (z) = V (z2 - 1) (z2 - 4) splits 
into two regular branches in the domain D that is the complex z 
plane with cuts along the segments [-2, -11 and [1, 2] (Fig. 67). 
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as we did in Example 12. Hence, ~v arg f (z) = 0. From this, just as 
in Example 12, it follows that F (z) splits in D 2 into regular bran­
ches. In particular, this proposition is true for the annulus D 3 : 

3/2 < I z + 112 I < 7/2. 
(3) We take the domain D~, which is the complex z plane with 

cuts along the segments [ -4, -2] and [ 1, 3]. In this domain F (z) 
also splits into regular branches. Indeed, if y is a simple closed curve 
lying in D 4 , then 

z+4 z-1 
~v arg f (z) = ~v arg z+Z + ~v arg z- 3 = Cf>t + cp2 • 

If the cut along [ -4, -2] lies in the interior of y and the cut along 
[1, 3] in the exterior of y, then, obviously, cp2 = 0, while cp 1 = 0 in 
view of Example 12. The case where the cut along [1, 3]lies inside y 
can be considered in a similar manner. 

For one, the function F (z) splits into regular branches in the cir­
cle I z + 1/21 < 3/2 and in the domain I z + 1/2 I > 7/2. 0 

Example 25. Suppose D is the complex z plane 'vith a cut along 
the segment [0, 1], and 

f(z)=ifz(1-z) 3, f(x+iO)>O, -xE(O, 1). 

The function f (z) is regular in D (see Example 19). Let us calculate 
f (-1), !' (-1), and f" (-1). We have 

f(z)={g(z), g(z)=z(1-z)3. 

d a.wa. 
The reader will recall that dw (wa.) = --;,-- (see Eq. 22.3')), where the 

values of wa. on both sides are the same. Hence, 

f' (z) = _1 g' (z) I (z) 
. 4 g (z) ' 

f" (z) = __!_ g" (z) I (z) _ ~ (g' (z)) 2 I (z) 
4 g (z) 16 g2 (z) • 

We select a curve y that connects a point x E (0, 1) on the upper 
bank of the cut with point -1. Then 

~v arg g (z) = ~v arg z + 3 ~v arg (1 - z) = :rt. 

Hence, 

f ( -1) = ein/41 V g ( -1) 1 = ein/4 {8. 

Moreover, g (-1) = -8, g' (-1) = 20, and g" (-1) = -36, so that 

J'(-1)= -{f(-1)= _ 8~14 eirr.JI•, 

f" ( -1) = -:4 f ( -1) = - 8~/' ei:r.fl•. 0 
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Example 26. Let us show that in D: 1 < I z I< oo we cannot 
isolate a single regular branch of the function 

F(z)=ln (z+Vz2 -1). 

The function G (z) = V z2 - 1 splits in D into two regular 
branches, g0 (z) and g1 (z) (see Example 9); for the sake of definiteness we 
will assume that g0 (2) > 0 and g1 (2) < 0. Thus, the function 
F (z) splits in D into two analytic functions: 

F1 (z) = ln h1(z), j = 0, 1, 

h1 (z) = z + g1(z). 

Note that g1 (z) = -g0 (z). In view of Example 11, 

g0 (z) = z- iz + 0 ( : 2 ) (z -+ oo), 

so that as z -+ oo, 

Let y he a circle I z I = p > 1 oriented in the positive sense and 
with the initial point at point z = p. If w1 is the initial value of 
F 1(z) at point p, then after traversal of y we get 

w1 = icp1, qJ = dv arg h1(z). 

We have 

q;0 = 2n + 'iJ0 , 'i'o = dv arg { 2 + 0 {! ) ) . 
If pis large, then 'i'o = 0, so that F0 (z) is multiple-valued. Similarly, 

crt= -2n+'!'tt ~· 1 =dvarg ( ~ +O (!)), 
so that 'iJ1 = 0 if p is large. 0 

25 Singular Boundary Points 
Let the function f (z) be regular in a domain D whose boundary f 
is a simple piecewise smooth curve and let ~ E r. Point ~is said to be 
a singular point of f (z) if this function cannot he analytically con­
tinued along a curve y that lies in D and whose terminal point is ~. 

From this definition and the properties of analytic continuation 
(Sec. 20) it follows that the possibility of continuing the function 
f (z) analytically to the boundary point ~ of D does not depend on 
the choice of curve y lying in D. 
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We wish to prove that if 
lim f<"> (z) = oo (25.1) 
z-t; 
ZE'\' 

for a k> 0, then point ~ E r is a singular point for f (z) (at k = o 
we put j< 0> (z) == f (z)). Indeed, iff (z) can be continued analytical­
ly to the boundary point ~of D along y, then, by the very definition 
of analytic continuation (Sec. 20), there is a function h (z) that is 
regular in a circle K: I z - ~ I < p and is such that h (z) = f (z) if 
z E K n y. This means that 

lim j(k) (z) = tt"> m =I= 00 
z-t; 
ZE'\' 

for any k> 0, which contradicts condition (25.1). 
Let us study the case of singular boundary points when D is a 

circle. We start with the following 
Theorem The boundary of the circle of convergence of the power 

series 
00 

/(z)= ~ cn(z-a)" (25.2) 
n=O 

contains at least one singular point of the sum f (z) of this series. 
Proof. Let K: I z - a I < R be the circle of convergence of (25.2), 

0 < R < oo. We assume there are no singular points of f (z) on 
the circle YR : I z - a I = R. Then this function can be analytically 
continued to every point lying on I'R· We denote the result of analyt­
ic continuation by F (z), so that F (z) = f (z) if z E K. By the defini­
tion of analytic continuation, to every point ~ E I'R there corresponds 
a circle K t; centered at point ~; inside every such circle F (z) is regu­
lar. Thus, the circle '\'R is covered by an infinite number of circles 
with centers lying on I'R . 

By Reine-Borel's lemma (e.g. see Kudryavtsev [1]), out of this 
infinitude of curve we can always select a finite covering, i.e. there 
is a set of circles Kb. (j = 1, 2, ... , n), ~i E I'R , such that each 

J 
point ~ E '\'R belongs to at least one of such circles. Let zi be the 
intersection point of two adjacent circles K~. and Kb. (j = 1, 

J ]+I 

2, ... , n; Kb == Kb,) that lies outside K and let R 0 =min I zi-
n+t i~j~n 

a 1. Then the function F (z), which coincides with f (z) in K, 
is regular in the larger circle K 0: I z - a I < R 0 , with R 0 > R. 
From this it follows (see Corollary 3 of 8ec. 12) that the function 
F (z) can be represented in K 0 by a convergent series (25.2). i.e. the 
radius of convergence of the series (25.2) is greater than R, which 
contradicts the hypothesis. The proof of the theorem is complete. 

00 

Example 1. The radius of convergence of the series .'>; (-1)nz2 '1 

n=~ 
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is equal to unity. The boundary of the circle of convergence of this 
series contains two singular points of the sum of the series 1/(1 + 
z2), namely, points i and -i. D 

Corollary The radius of convergence of the series (25.2) is equal 
to the distance between point a and the nearest singular point off (z). 

In many cases this proposition enables us to effectively determine 
the radius of convergence of a power series without using the Cau­
chy-Hadamard formula (Sec. 11). 

Example 2. The radius of convergence of 
00 

1 ·"" n (z-f-2)(z-3) -'= Ll c,z 
n=O 

is 2 since the singular point of the sum of the series nearest to z = 0 
is -2. D 

Example 3. The raduis of convergence of 

sin z "" n tan z =' -- = L.i CnZ cos z 
n=O 

is Jt/2 since the singular points of tan z nearest to z = 0 are the 
poles at z1 = Jt/2 and z2 = - Jt/2. D 

Remark 1. The function e~· of the real variable x can be differentiat­
ed an infinite number of times on the entire real axis, and the series 

00 

~ xn 
ex= -

n! (25.3) 
11=0 

converges for all values of x. On the other hand, the function 1/(1 1 

x2) can also be differentiated an infinite number of times on the 
entire real axis, but the radius of convergence of the series 

00 

_1_="" ( -1)" x2" 
1 -f-x2 LJ (25.4) 

n=O 

is 1. The reason for this becomes clear if we move from the real 
axis into the complex plane. Indeed, the function e: is an entire 
function and the radius of convergence of the series in (25.3) is R = 
oo. On the other hand, the function 1/(1 + z2) has two singular 
points, z1 = i and z0 = - i. Hence, the radius of convergence of 
the series in (25.4) is 1. 

Remark 2. The convergence of the power series (25.2) at the bound­
ary points of the circle of convergence is not related to the regular­
ity of the sum of this series at these points (see Examples 4-6). 

00 

Example 4. The series - 1- = ~ z11 i;; divergent at all the 1-z LJ 
n=O 
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points on the boundary of a unit circle, while point 1 is the singu­
lar point of the sum of the series and all the other points on the 
boundary are points of regularity of the sum. D 

00 

" (-1)n+lzn Example 5. The series f (z) = .LJ is convergent at 
n 

n=i 

point 1 and its sum is regular at this point since f (z) is a regular 
branch of the function ln (1 + z). D 

00 

Example 6. The series f (z) = ~ n (~~ 1 ) is convergent at all 
n=1 

points on the boundary of a unit circle, including the point 1, but 
this point is singular for f (z). Indeed, f (z) is a regular branch of the 

function 1 + 1-z In (1 - z) = F (z), and point z = 1 is a loga-
z 

rithmic branch point for F (z). D 
Here is an example in which every point on the boundary of the 

circle of eonvergence is singular. 
Example 7. Consider the series 

00 

f (z) = S z2k. 
k=O 

The radius of convergence of this series is 1. First let us show that 
point z = 1 is singular for f (z). We take the segment [0, 1] as y. 
If z E y, then z2k = x2k._ 1 as z = x-- 1 - 0 (k = 0, 1, 2, ... ) 

00 

and, hence, f (x) = ~ x2k._ oo as x-- 1 - 0. Thus, eondition 
k=1 

(25.1) is met· (k = 0) and point z = 1 is singular for I (z). 
Moreover, the fact that 

1 (z) = z2 + z4 + ... + ._zn + [1+ (z2n)2 + (z2n )4 + ... ] 
leads to the following functional relationship for I (z): 

I (z) = z2 + z4 + ... + z2n +I (z2n), n = 1, 2, ... (25.5) 

Since point z = 1 is singular for f(z), the functional relationship im­
plies that for any natural number n all the points that satisfy the 
condition 

(25.6) 

are also singular for 1 (z). The roots of Eq. (25.6) form an everywhere 
dense set of points on the boundary of a unit circle. From this it 
follows that all the. points on the boundary of a unit circle are sin­
gular for f (z). Indeed, if a point ~ on this boundary is not singular, 
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then there is an arc of the boundary that contains this point and other 
nonsingular points. But this is impossible. 0 

Example 8. Suppose there is only one singular point z0 (a first­
order pole) lying on the boundary of the circle of convergence of the 

n 

power series f;(z) = ~ cnzn. Let us find an asymptotic estimate 
n=O 

for the Cn· 
The hypothesis implies that 

f (z) = g (z) +_A_ 
z-zo A =I= 0, (25. 7) 

where g (z) is regular in the circle I z I < R, R > I z0 1. In view of 
the fact that the series 

00 

(25.8) 

is convergent at z0 we have 

bnzo-+ 0 (n-+ oo). (25.9) 

Since 

(25.10) 

from (25.7) and (25.8) it follows that 

Cn = - z:+l + bn = - z~t ( 1 - ~ bnz~) , 
0 0 

whence in v-iew of (25.9) we arrive at the following asymptotic esti­
mate: 

A 
Cn,.....,- zn+1 (n-+ oo). 

0 

One result that follows from (25.11) is 

I . Cn 
Im--=z0. 0 

n-oo Cn+l 

Finally, we will formulate a result known as 

(25.11) 

00 

Pringsheim 's theorem If the radius of convergence of ~ CnZn is 
n=O 

1 and if Re Cn;;:: 0 for all n 's, the point z = 1 is singular for the sum 
of the series. 

13-01641 
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26 Singular Points of Analytic Functions. 
The Concept of a Riemann Surface 

26.1 Branches of analytic functions. Singular points An ana­
lytic function, by definition, is the set of all elements obtained from 
a certain element by the process of analytic continuation. This set is 
connected in the sense that any two elements of the analytic func­
tion can he obtained through analytically continuing one of the el­
ements along a certain curve. 

We introduce the concept of a singular point of an analytic func­
tion in the following manner. In Sec. 25 we introduced the concept 
of a singular boundary point for a regular function. Since an ana­
lytic function consists of elements (regular functions), we say that z0 is 
a singular point of an analytic function if it is a singular boundary 
point of an element of this function. 

This idea is rather complex and will not be employed in what follows 
in such a general form. An important type of singular points is the 
isolated singular point of an analytic function. 

We start by introducing the concept of a branch of an analytic 
function. Suppose we have fixed an element f (z) at a point z0 • If we 
continue f (z) analytically along all the curves that start at z0 and for 
which such continuation is possible, the resulting set of elements 
forms an analytic function F (z). But if we continue f (z) analytically 
only along some of the curves for which such continuation is possible, 
we arrive at a branch F 0 (z) of the analytic function F (z). 

In other words, a connected subset of elements of an analytic 
function is said to he a branch of this function. 

A branch of an analytic function may be a multiple-valued func­
tion of z. A single-valued branch of an analytic function is a regular 
function. Such branches were considered in Sec. 24; here we consider 
multiple-valued branches of analytic functions. 

An example of a branch of an analytic function is a function that 
is analytic in a domain D. Let us recall this notion (Sec. 20). Sup­
poseD is a domain in the extended complex plane and f (z) is an ele­
ment at point z0 E D that can be continued analytically along any 
curve lying in D. The set of elements obtained as a result of all such 
continuations is called a function F (z) analytic in D. 

Definition 1. Suppose a function F (z) is analytic in a punctured 
neighborhood of point a but is not regular at point a. Then point a is 
said to he an isolated singular point of F (z). 

This function, F (z), is generally a branch of an analytic function 
G (z). If point a is a singularity for a branch of an analytic function, 
it is a singularity for the analytic function, too. 

If a is an isolated singularity for a branch F (z), it is a pole or an 
essential singularity or a branch point. 

Example 1. Let K be the annulus 0 < I z I< rand point z0 E K. 
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We fix the element f (z) of In z at point z0 and continue it analyt­
ically along all the curves lying in K. Then we arrive at a function 
F 0 (z) that is analytic in K and is a branch of the analytic func. 
tion In z. 

Similarly, knowing the element g (z) of vZfixed at a point Zo E K, 
we can build a branch G0 (z) of this function that is analytic in K. 0 

Two analytic functions, according to the definition given in Sec. 20, 
are equal if and only if their initial elements are equivalent. For bran­
ches another definition of equality proves to be more convenient. 
Precisely, two branches of an analytic function are, by definition, 
equal if they consist of the same elements. 

For this viewpoint, in Example 1 there is exactly one branch of 
In z that is analytic in the unnulus K (the situation is the same 
for 'Vz and zrx). 

Example 2. Point z = 0 is a logarithmic branch point for the 
branch F 0 (z) of the logarithm (see Example 1). The same point is 
a branch point of multiplicity n for the branch G0 (z) of the function 
jfz (see Example 1). 0 

A point in the complex plane may be a singular point for some 
branches of an analytic function and a regular point for the other 
branches of the function. 

Example 3. Let us take the function F (z) = 1;-_!'? . By tho 

monodromyi theorem, in a neighborhood of point z = 1 the func. 
tion Vz splits into two regular branches, / 1 (z) and f 2 (z). We put ft (1):::; 
+1 and / 2 (1) = -1. In the same neighborhood the function 
F (z) splits into two single-valued branches 

F 1 (z)= 1 ~!.!_ 1(z), j=1, 2. 

The branch 'F1 (z) has a simple pole at point z = 1, while the branch 
F 2 (z) is regular at point z = 1 because 1 + f 2 (1) = 0. 0 · 

Example 4. In the complex z plane with a cut along the segment 
[ -1, 1] the analytic function F (z) = z + V z2 - 1 splits into two 
branches, / 0 (z) and / 1 (z) (see Example 9 in Sec. 24). We put fo (2) = 
2 + V3and / 1 (2) = 2- V3. Then 

/ 0 (z) "" 2z, 
1 

/ 1 (z) ""'2Z (z-+ oo) 

(see Example 26 in Sec. 24). Hence, the point z = oo is a first order 
pole for the branch f 0 (z) and a first order zero for the branch / 1 (z). 0 

Below we will show (see Example 12) that the points z = ±1 
are branch points of multiplicity 2 for the function F (z) of Exam· 
pie 4. 
13* 
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In many cases we can establish the nature of branch points by 
employing 

Theorem 1 Suppose a function F (z) is analytic in a punctured 
neighborhood U of a point z = a, another function f (z) :¢;: 0 in this 
neighborhood, and point a is a branch point of multiplicity n for F (z) 
(here n ~ oo ). Then point a is a branch point of multiplicity n of each 
of the following functions (analytic in U): 

( ) F I (z) f (z) + F (z), f z (z), F"(Z) 

(in the last case we must be sure that F (z) is nonzero for z E U). 
Proof. Let us consider the function G (z) = f (z) + F (z) (which 

is analytic in U). We fix a point z0 E U. Then, by hypothesis, there 
are exactly n different elements f1 (z), ... , fn (z) ofF (z) at this point. 
Hence, there are exactly n different elements f (z) + f1 (z), ... , 
f (z) + fn (z) of G (z) at this point, too, so that point a is a branch 
point of multiplicity n. The situation with f (z) F (z) and f (z)l F (z) 
can be shown to be the same quite similarly. The proof of the theo­
rem is complete. 

Example 5. Point z = 0 is a branch point of multiplicity 2 for 
each of the following functions: 11VZ. zVZ," z + VZ: 1/(1 + V z), 
and Vz sin z (these functions are analytic in a punctiured neighbor­
hood of point z = 0). The functions Vz +sin z, ez V z, 11VZ. and 
1/(1 + VZ) are analytic in a punctured neighborhood of point z = 
oo, which is a branch point of multiplicity 2 for these functions. 0 

Example 6. The points 0 and oo are branch points of multiplicity n 
for the analytic functions 

1 n 1 n-

y; , Vz + ez, 1 +Vi , V z sin z. o 
Example 7. The points 0 and oo are logarithmic branch points for 

the analytic functions 

l In z 1 1 z 1 z+ nz, z- 1 , ~? lnz+ 1 , e nz. 0 

Example 8. Suppose that f (z) :¢= 0 and is regular in a punctured 
neighborhood of a point z = a. Then this point is a branch point of 
multiplicity n for each of the following functions: 

n n 1 (z) 
Vz-a+f(z), Vz-af(z), yz=a , 

and a branch point of infinite multiplicity for each of the following 
functions: 

ln(z-·a)+f(z), f(z) ln(z-a), 
I (z) 

In (z-a) · 
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where all functions are analytic in a punctured neighborhood of 
point a. D 

Example 9. Let us study the singular points of the function 
F (z) = 1/(1 + Vz). This function is analytic in the extended com­
plex plane with points 0, 1, and oo deleted. 

Points 0 and oo are branch points of multiplicity 2 (see Example 5). 
In a small neighborhood U of point z = 1 the function Vz splits 
into two regular branches, / 1 (z) and / 2 (z) (according to the mono­
dromy theorem); we put / 1 (1) = 1 and / 2 (1) = - 1. Corresonding­
ly, the function F (z) splits into two branches Fi (z) = 1/(1 + ft (z)), 
j = 1, 2, at z E U. The branch F1 (z) is regular at point z = 1, 
while the branch F 2 (z) has a pole at this point since (see formu­
la (22.12)) 

1+/2 (z)=1 + V1+(z-1) =1+(-1) (1 + z-;-i + ... ) 

in a neighborhood of point z = 1. 0 

z-1 =--2-+ ... 

Example 10. Let us study the singular points of the function 

F (z) = zl~~ , which is analytic in the extended complex plane with 

points 0, 1, and oo deleted. The points 0 and oo are logarithmic branch 
points (see Example 7). In a small neighborhood of point z = 1 the 
function In z, according to the monodromy theorem, splits into 
regular functions fk (z), k = 0, +1, +2, ... ; we put fk (1) = 
2nik. Point z = 1 is a simple pole for the branches F k (z) = 
fh (z)l(z- 1), k =I= 0, and a point of regularity for the branch F0 (z). D 

26.2 Combinations of the root, the logarithm, and regular func­
tions (the ~ingular points) Suppose a function f (z) is regular and 
nonzero in a domain D. Let us study the function 

F (z) = In f (z), F (z0 ) = w0 , (26.1) 

analytic in D (see Sec. 24), where z0 ED, and ewo = f (z 0 ) (i.e. w0 is 
one of the values of the logarithm). The values of F (z) at z E D can 
be calculated via formula (24.1): 

F (z) = ln If (z) I + i [Im w0 + flv arg f (z)]. (26.2) 

Here curve y lies in D and connects points z0 and z; the values of 
F (z) depend not only on :Z hut on curve y as well. 

Similarly, we can consider the function 
n 

G (z) = V f (z), G (z0) = ~0 = p0eill'o, (26.3) 

analytic in D, where z0 ED, and ~: = f (z 0). The values of this 
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function at z E D can be calculated via the formula 

n -- i('Po+..!..cp) 
G (z) =I V f (z) I e n , cp = l1y arg f (z), (26.4) 

For one, iff (z) ¢ 0 is regular at point a or has a pole at the 
point, the functions In t (z) and v· t (z) are analytic in a punctured 
neighborhood of point a. 

We recall an important property of In f (z) and V" f (z): to fix an 
element at a point z0 we must only fix its value at this point. 

Theorem 2 Suppose a function f (z) ¢ 0 is either regular at a point 
a and f (a) = 0 or has a pole at this point. Then 

(1) point a is a logarithmic branch point for In f (z); 
(2) ifpoint a is a simple zero or a simple pole for f (z), it is a branch 

point of multiplicity n for V f (z). 
Proof. If D is a small punctured neighborhood of point a, then 

f (z) = (z- a)mh (z), zED, 

\Vhere m =1= 0 is an integer, and h (z) is regular and nonzero in D1 = 
D U {a} (see Sees. 12 and 18). Suppose y is a simple closed curve 
that starts at z0 , lies in D, has point a in its interior, and is oriented 
in the positive sense. Then 

l1y arg f (z) = ml1y arg (z- a) + fly arg h (z) = 2nm, 

since fly arg h (z) = 0. Indeed, 

L'1y arg h (z) = ) d arg h (z) = Im ) ~'(;~) dz = 0, 
'I' 'I' 

since the function h' (z)/h (z) is regular in the simply connected do­
main D 1 • Hence, 

flvk arg f (z) = 2nkm, 

where yk= 1'1'· .. y (k times). Since any closed curve that starts at z0 

and lies in D is homotopic to yk (k is an integer), we conclude that 
all values of F (z) = In I (z) and G (z) = nv I (z) at point Zo are given 
by the following formulas: 

F k (z0) =In I f (z0) I + i [lm w0 + 2knm], 

n -- t(cpo+..!. · 2:rtkm) 
Gk (zo) = IV f (zo) I e n , 

(26.5) 

k = 0, ±1, +2, .... Hence, F (z) is an infinite-valued function 
in D, so that a is a logarithmic branch point for F (z). 

Let m = ±1. Then at point z0 there are exactly n values Gk (z0), 

0~ k~ n- 1, of the function G (z), i.e. there are exactly n dif­
ferent elements at this point. 

Here is another proof of the same theorem. For z E D the fol-
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lowing formulas are valid (see Sec. 24.2): 
n n n 

ln/(z)=mln(z-a)+lnh(z), Vf(z) =V(z-a)m Vh(z), 

where In h (z) and lf"h (z) are branches that are regular in D U {a}. 
Then we need only use Theorem 1. 

Example 11. Suppose R (z) is a rational function. Then its zeros 
and poles (and only these points) are the singular points of F (z) = 
In R (z), F (z0) = w 0 (ewo = R (z0), and z0 is neither a zero nor 
a pole of R (z)), which is analytic in the extended complex plane 
punctured at the above-mentioned points. All are logarithmic 
branch points. D 

Example 12. Suppose R (z) is a rational function that has only 
simple zeros and poles. All these points are the branch points of 
multiplicity n of the function 'V R (z). D 

Example 13. Suppose f (z) = zmh (z), where h (z) is regular and 
nonzero in the circleD: I z I< r, with m :::1= 0 an integer. Then the 
function 

n 

F (z) = V f (z) , F (z0) = w0 , z0 :::1= 0, 

is analytic in the annulus K: 0 < I z I < r. Let us investigate the 
nature of the singular point z = 0. 

Let y be a positively oriented circle I z I = I z0 I starting at 
point z0 • After k traversals of y, 

F (z0)_. Fk (z0), Fk (z0) = w0ei2~kmfn, (26.6) 

by virtue of (26.4), since fly arg f (z) = mlly arg z + fly arg h (z) = 
') 
~nm. 

(a) Suppose m and n are coprime numbers. Then F (z) has at point 
z0 exactly n different values, and point 0 is a branch point of multi­
plicity n for F (z). 

(b) Supposed is the greatest common divisor of m and n, i.e. m = 
pd and n = qd, where p and q are coprime numbers, q> 1. Then 
among the numbers F k (z0), k = 0, ± 1, ... , there are exactly q differ­
nut numbers. If q> 2, point z = 0 is a branch point of multiplic­
ity q. But if q = 1, i.e. m can be divided by n, point z = 0 is not 
n branch point. 

For instance, points 0 and 1 are branch points of multiplicity 3 
l'or the function V z2/(z - 1). 0 

Here is a more complex example. But first we note the following. 
Let U be a punctured neighborhood of point a and let all the ele­
ments of an analytic function F (z) given at various points of U 
allow for analyti<continuation along all curves lying in U. Then the 
!'unction splits in U into analytic branches, i.e. functions analytic 
in U. Indeed, we take a point z0 E U and an element fo (z) at this 



200 Multiple-Valued Analytic Functions 

point, and continue the latter analytically along all the curves 
in U. We then arrive at a function F 0 (z) that is analytic in U and 
is a branch of F (z). If at point z0 there exists an element It (z) (of 
function F (z)) that is not an element of branch F 0 (z), then It (z) 
generates in U another branch Ft (z), and so on. 

In the examples we considered earlier the analytic function F (z) 
either split in U into regular branch or consisted of only one branch. 
Here is an example of a function of another type. 

Example 14. We study the singular points of the function 

F (z) = ln 1- Vz 
1+Vz 

This is a composite function F (z) = H (G (z)) consisting of the 
following functions: 

1- -v.; 
G (z) = y'Z , H (w) =In w 1+ z 

We fix the initial element g (z) of G (z) at, say, point z = 4: g (4) = 
-1/3, i.e. Vz lz=i = 2. Let D be the extended complex plane 
with points 0, 1, and oo deleted. Then G (z) is analytic in D and 
does not assume the values 0 and oo. At w = - 1/3 we fix the ele­
ment h (w) of the function H (w) = In w; let h (-1/3) = -In 3 + 
ni. Then, by Theorem 2 of Sec. 22, the function F (z) = H (G (z)), 
generated by the element h (g (z)), is analytic in D. 

(a) z = 1. Let us show that in a small punctured neighborhood K: 
0::;;;; I z - 1 I < r of point z = 1 the function F (z) splits into two 
analytic branches F1.2 (z), with F 2 (z) == -Ft (z) and for each of 
these branches point z = 1 is a logarithimc branch point. Indeed, 

the function IP (z) = Vzin the circle K: I z- 1 I < r splits, accord­
ing1; to the monodromy theorem, into two regular branches qJ1(z), 
j = 1, 2, with qJ 2 (1) = 1 and qJ 2 (z) =- qJ 1 (z). Correspondingly, 
the function G (z) splits in K into two regular branches 

_ 1-<pj(Z) ._ 1 2. _ 1 
G,(z)-1+<pJ(z)' ]-'' G2(z)-GJ(z) 

By Taylor's formula, qJ1 (z) = 1 + z 2 
1 + ... , so that 

1 -4 
Gt(z) ""'- 4 (z-1), G2 (z)""' -;=r (z--+ 1). 

Hence, the branch G1 (z) has at z = 1 a simple zero, while the branch 
G2 (z) has a simple pole at this point. The function F (z) splits in K 
into two analytic branches F 1 (z) =In Gj(z), j = 1, 2, with F 2 (z) == 
-F1 (z), and point z = 1 is a logarithmic branch point for 
F1. 2 (z) (Theorem 2). 
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(h) z = 0. Let us show that in a small annulus K: 0 < I z I< r 
the function F (z} splits into a countable set of branches, for each 
of which the point z = 0 is a branch point of multiplicity 2. 

The function G (~) = ln !+~ in a small neighborhood U of 

point ~ = o splits into regular branches ak m. k = o, + 1, ... 

. . . , with Gk (0) = 2kni. Hence, each F k (z) = Gk (Vi) is analytic 
in a punctured neighborhood of point z = 0. For I ~I small we 
have 

~ 

Gk m = 2kni- 2~ + o (~2>, 
so that for I z I small we have 

Fk (z) = 2kni- 2 Vz + 0 (z). 

Hence, F k (z) is a double-valued function and z = 0 is a branch 
point of multiplicity 2 for this function. 

(c) z = oo. The function F (z) in a neighborhood of this point has 
the same structure as in a neighborhood of point z = 0. Indeed, 
substitution of 1n for z yields 

~ v~-1 
F (~)= F (z) = ln V- , 

~+1 

where ~ lies in a neighborhood of point ~ = 0. 0 
Example 15. Let us study the singular points of the function 

F (z) =Vi+ Vz+1. 
This function is the sum of two analytic functions, G (z) = Vz 
and H (z) = V z + 1. We will fix their initial elements g (z) and 
h (z) at point z = 1, i.e. Vzlz=1 = 1 and Vz + 1 lz=1 = V2 >0. 
The function F (z) is analytic in the extended complex plane punc­
tured at points -1, 0, and oo. 

(a) z = 0. Let us show that in a small punctured neighborhood K1 : 

0 < I z I< r of point z = 0 the function F(z) splits into two analyt­
ic branches, F1 (z) and F 2 (z), for each of which point z = 0 is 
a branch point of multiplicity 3. Indeed, the function H (z) = 
Vz + 1 sPlitS. according to the monodromy theorem,! into two 
regular branches, H 1 (z) and H 2 (z} == -H1 (z). For this reason 
F (z) splits in K 1 into two analytic branches: 

F1 (z) = G (z) + H 1 (z), F2 (z) = G (z) + H2 (z), 

for each of which z = 0 is a branch point of multiplicity 3 (see Exam­
ple 8). 

(h) z = -1. In a small punctured neighborhood K2: 0 < I z + 
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+ 1 I < r the function F (z) splits into three analytic branches, 
for each of which point z = -1 is a branch point of multiplicity 2. 
Indeed, by the monodromy theorem, G (z) splits in K 2 into three reg­
ular branches, G1 (z), G2 (z) == e2nif3G1 (z), and G3 (z) = e4'icif3G1 (z), 
so that F (z) splits into three regular branches G1 (z) + H (z), 
j = 1, 2, 3. 

(c) z = oo. Let us show that z = oo is a branch point of multi­
plicity 6 for F (z). Suppose I' is a simple closed curve whose initial 
and terminal points are at z = 1 and whose interior contains points 
z = 0 and z = - 1. As I' is traversed in the positive sense, 

.1..., arg z = .1v arg (z + 1) = 2n. 

The initial value ofF (z) at point z = 1 is F (1) = 1 + V2. After N 
traversals of I' we have the following values of F (1): 

N = 1: F (1) = e2rti/3- V2, 
N = 2: F (1) = e4ntta + V2, 

N=3: Ft1)=1-V2, 

N = 4: F (1) = e2ni/3 + V2, 

N = 5: F (1) = e4nif3-V2. 

At N = 6 we again have F (1) = 1 + V2. 
Hence, F (z) is a six-valued function. This fact can be established 

in a different manner, namely, we will show that the function w = 
F (z) satisfies an algebraic equation of the sixth degree. Raising 
both sides of the identity w - V z + 1 = {/z to the third power, we 
find that 

w3 + 3w (z + 1) - z = V z + 1 (3w2 + z + 1). 

After we square both sides of the latter identity, we find that 

P (w, z) = w6 - 3 (z + 1) w4 - 2zw3 + 3 (z + 1)2 w2 

- 6z (z + 1) w - z3 - 2z2 - 3z - 1 = 0. 

For each fixed value of z this equation has six roots; it can also be 
shown that the roots are different if z =F 0 and z =F -1. 0 

26.3 The structure of an analytic function in the neighborhood 
of an algebraic branch point In any neighborhood of an algebraic 
branch point a =F oo we can always expand an analytic function 
in a series in fractional powers of z - a. 

Theorem 3 Let a function F (z) be analytic in an annulus K: 
0 < I z - a I < r and let point a be a branch point of multiplicity 
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n < oo. Then 
00 

F(z)= ~ ck(z-a)kJn, (26.7) 
k=-00 

where the series is convergent in K. 
Proof. Take the function <l> ( ~) = F (a + ~n). It is analytic in 

the annulus K: 0 < I ~ I < v r. If we show that <l> (C) is single-- -valued in K, we will have proved that <l> (~) is regular in K and, 
by Theorem 1 of Sec. 17, can be expanded in a Laurent series, 

00 

<l> m = ~ ck~k, (26.8) 
k=-00 

that is convergent in K. 
Let us take the circle y: I ~ I= p, where o < p < v r, that starts at 

point p. When point ~ traverses 1' in the positive sense one full cir-

cuit, point z = a + ~n traverses the circle y: I z - a I = pn in the 
positive sense n times. Let / 0 (z) be the element ofF (z) at point z0 = 
a + pn. Since point a is branch point of multiplicity n for F (z), 

we conclude that / 0 (z)-+ fo (z) after n traversals ofy. Hence <p 0 (~)-+ 
<p0 (~) after one traversal of y, where <p 0 (~) = / 0 (a + ~:}is the 
element of <l> ( ~) at point ~0 = p, and <l> ( ~) is regular in K. Since 
~n = z - a, we find that (26.8) leads to (26. 7). The proof of the 
theorem is complete. 

Corollary Suppose point z = oo is a branch point of multiplicity 
n < oo for an analytic function F (z). Then 

00 

F(z)= ~ ckzhJn, (26.9) 
k=-oo 

where the series is convergent in an annulus R < I z I< oo. 
To prove this proposition we only need to note that point ~ = 0 

is a branch point of multiplicity n for the function F (1/ ~) and 
then employ Theorem 3. 

Series of the type (26. 7) and (26. 9) are called Puiseux' series. 
26.4 The concept of a Riemann surface An analytic function 

is not a function in the common sense, since one value of the indepen­
dent variable z may have several (or even a countable number of) 
values corresponding to it. To be able to interpret an analytic func­
tion F (z) as a function in the ordinary sense, we relate F (z) to a sur­
face R on which F (z) is single-valued. The surface is called the 
Riemann surface for the analytic function F (z). Here is the definition 
of a Riemann surface. 

We study an analytic function F (z). A pair P 0 = (z0 , / 0 (z)), 
where f 0 (z) is an element of F (z) at point z0 , is called a point on the 
Riemann surface R (for function F (z)). We will assume that two 
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pairs, (z0 , fo (z)) and (z0 , / 1 (z)), define the same point on a Riemann 
surface if the elements f 0 (z) and /1 (z) are equivalent. The point z0 

is said to be the projection of point P 0 = (z0 , f 0 (z)) on the Riemann 
surface onto the complex z plane: 

(zo, fo (z))-+ Zo. 

The set of the points P = (~. fo (z)) for which I ~ - z0 I< e, with 
e > 0 such that f 0 (z) is regular in the circle I z - z0 I < e, is called 
a Ue-neighborhood of point P 0 (z 0 , f 0 (z)). The circle I z - z0 I < e 
is the projection of the Ue-neighborhood onto the complex z plane. 

Remark 1. The reader can use Evgrafov [1], Springer [1], and 
Shabat [1] to find a comprehensive coverage of the theory of Riemann 
surfaces and to attain a deeper understanding of this concept. A Rie­
mann surface is connected, since any two elements of an analytic 
function can be obtained by continuing one element analytically into 
the other. 

A Riemann surface can be graphically illustrated by a surface in 
three-dimensional space. In Sees. 21 and 22 we constructed the 
Riemann surfaces for In z and vz. 

Remark 2. Using the concept of a Riemann surface, we can graph­
ically interpret the concept of a branch of an analytic function. 
Preciselly, a branch corresponds to a connected part of the Riemann 
surface (the converse is also true). The proposition that a function 
F (z) splits in D into m analytic branches means, in terms of a Rie­
mann surface, that the part of R that is projected onto D consists of 
m connected parts. 

Another concept can be related to an analytic function, the graph 
of this function. Since a function w = F (z) assumes complex values, 
its graph lies in a four-dimensional space (z, w), with z and w com­
plex numbers. The graph of an analytic function F (z) is the set of 
all pairs (z, F (z)), where F (z) stands for all the values of F (z) 
at point z. Generally speaking, this graph is a two-dimensional 
surface in four-dimensional space (z, w). There can be no self-inter­
sections of this surface along "curves", according to the uniqueness 
theorem. However, at isolated points the various parts of the surface 
may get pasted together. For instance, if F (z) = (z - 1) In z, then 
at the point with coordinates z = 1 and w = 0 there is an infinite 
number of parts of the graph of this function that are pasted together. 

27 Analytic Theory of Linear Second-Order Ordinary 
Differential Equations 

27.1 Equations with regular coefficients Many problems of 
mathematical physics lead to linear second-order ordinary differ­
ential equations of the type 

y" + p (x) y' + q (x) y = 0. 
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The coefficients p (x) and q (x) may be analytic functions, and in the 
majority of cases they are even rational functions. It is therefore 
natural to study the solutions of the equation of the type 

w" (z) + p (z) w' (z) + q (z) w (z) = 0 (27.1) 

from the viewpoint of the theory of analytic functions. Such an 
approach or, as it is usually called, the complex variable approach, 
enables us to employ the powerful tools of the theory of analytic 
functions and obtain important results concerning the structure of 
the solutions of Eq. (27.1). Precisely, it has been found that if p (z) 
and q (z) are rational functions, then any solution of Eq. (27.1) is a 
function that is analytic in the entire complex plane except, per­
haps, at the poles of the coefficients p (z) and q (z). These poles, as a 
rule, are the singularities of all the solutions of Eq. (27.1), namely, 
branch points. Moreover, it is possible to study the structure of the 
solutions in the neighborhood of these singular points. 

This section is devoted to the study of Eq. (27 .1) with coefficients 
p (z) and q(z) that are regular in a domain D of the complex z plane. 
The Cauchy problem is formulated in the following terms: Given 
two complex numbers w0 and w1 , find the solution of Eq. (27.1) for 
which 

(27 .2) 

where z0 ED. 
Theorem 1 Suppose the coefficients p (z) and q (z) of Eq. (27 .1) are 

regular in the circle K: I z- z0 I< R. Then the Cauchy problem (27.1), 
(27.2) has a solution w (z) that is regular inK. 

The proof can be found in Smirnov [1] and Whittaker and Wat­
son [1]. 

Let us see how one can find the solution w (z) of the Cauchy prob­
lem (27.1), (27.2) by employing Theorem 1. The solution is expand­
ed in a power series that is convergent in K: 

00 

w (z) = ~ Wn (z-z0)n. 
n=O 

The Cauchy data give the first two expansion coefficients: 

w0 = w (z0), w1 = w' (z0). 

(27 .3) 

By the hypothesis of Theorem 1, the functions p (z) and q (z) can 
also be expanded in Taylor series: 

00 00 

p (z) = ~ Pn (z-z0)'", q(z)= ~ qn(z-z0)n, (27 .4) 
n=O n=O 

which converge in K, too. 
Then we substitute (27 .3) and (27 .4) and the series for w' and w" 
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00 

into Eq. (27.1). This yields a Taylor series ~en (z- z0 )n that is 
n=O 

identically equal to zero inK. Whence en = 0 for all n = 0, 1, 2, .... 
This gives us the recurrence relations for w2, w3 , .... 

Here are the actual formulas, with z0 = 0 (for the sake of simplic­
ity). We have 

w" + p (z) w' + q (z) w 
00 00 00 00 OD 

= ~ n (n-1) Wnzn- 2 -i- ~ nwnzn-i ~ PmZm + ~ WnZn ~ qmzm 
n=2 n=1 m=O n=O m=O 

The equation Cn = 0 has the form 

(n+ 2) (n+ 1) Wn+2 

n+t n 

00 

= ~ CnZn=O. 
n=O 

=- ~ kPn-l+twk- ~ Qn-kWk, n=O, 1, 2,.... (27.5) 
k=t k=O 

The coefficient Wn+ 2 is expressed in terms of w0 , w1 , ••• , Wn+l· 
Since w0 and w1 are known, Eq. (27 .5) makes it possible to find suc­
cessively w2 , w3 , .... 

Example 1. Consider the equation 

w"- zw = 0. (27.6) 

This is Airy's differential equation. Here p (z) = 0 and q (z) = -z, 
so that the coefficients of the equation are regular in the entire com­
plex plane. By. Theorem 1, every solution of Airy's differential equa­
tion is an entire function. 

Let us solve Eq. (27 .6). Equation (27 .5) in the case at hand has the 
form 

(n + 2) (n + 1) Wn+2 = Wn_1,j n = 1, 2, .. .. 

In fact, w2 = 0, which implies that w5 = w8 = ... = w2+ak = 
... = 0. We also find that 

Wo 
W3n=~(~2~x~3M)'(5~X~6)~.-.~.7[(~3-n-.1~)~X~3~n~] ' 

_ Wi 

W3n+t - (3 X 4) (6 X 7) ... [3n (3n+1)] 

Suppose w1 (z) is the solution with the Cauchy data w1 (0) = 1 and 
w; (0) = 0, and w2 (z) is the solution with the Cauchy data w2 (0) = 
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0 and w2 (0) = 1. Then 
zs z6 

Wt (z) = i + 2 X 3 + (2 X 3) (5 X 6) 

zSn 

+ ···+(2X3)(5X6) ... [(3n-1)X3n] + ... , 
z4 z7 

W2 (z) = Z + 3 X 4 + (3 X 4) (6 X 7) 

zSn+l 

+ · · · + (3X4)(6X7) ... [3n(3n+1)] + · · .. 
Each solution of Airy's equation is a linear combination of solu­
tions w1 (z) and w 2 (z). For instance, the solution 

Ai (z) = w1 (z) w2 (z) 

32/3f ( ~ ) 31/Sf ( ~ ) 

is called the Airy function. 0 
Example 2. The equation 

w" + (a + b cos z) w = 0, 

where a and b are constants, is known as Mathieu's differential equa­
tion. According to Theorem 1, each solution of Mathieu's differen­
tial equation is an entire function. 0 

Example 3. Every solution of Weber's differential equation 

w" (z) - (z2 - a2) w (z) = 0 

(a is constant) is an entire function. 0 
In Theorem 1 we assumed that the coefficients of the equation are 

regular in the circle K. Using the concept of analytic continuation, 
we can prove the analog of Theorem 1 for the case where the coeffi­
cients of Eq. (27.1) are regular in a simply connected domain. 

Theorem 2 (the theorem of existence and uniqueness) Let the 
coefficients p (z) and q (z) of Eq. (27.1) be regular in a simply connected 
domain D and let point z0 belong to D. Then 

(1) there exists a solution w (z) of the Cauchy problem (27.1), (27.2) 
that is regular in D; 

(2) this solution is unique, i.e. if w1 (z) and w2 (z) are the solutions 
of the Cauchy problem (27.1), (27.2) that are regular inD, then w1 (z} = 
w2 (z) in D. 

Proof. We start with the uniqueness of the solution w (z) of the 
Cauchy problem (27.1), (27.2) that is regular in D. By hypothesis, 

w (z0) = w0, w' (z0 ) = w1 • 

Equation (27.1) then yields the value w" (z0) = -p (z0 ) w1 -
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- q (z0) w0 • Differentiating Eq. (27.1) once, we obtain 

w'" = - (p (z) w')' - (q (z) w)' 

which yields w"' (z 0 ). Differentiating this equation over and over, 
we can find w<"l(z0), w<5l(z0), etc. Hence, the Cauchy data uniquely 
determine all the derivatives w<n) (z0), which proves the uniqueness 
of the solution. 

Let us now prove that such a solution indeed exists. By Theorem 1, 
there exists a solution w0 (z) of the Cauchy problem (27.1), (27.2) 
that is regular in the circle K: I z- z0 I < R, where R is the distance 
between point z0 and the boundary of D. We have thus fixed an 
element w0 (z) at point z0• Let us show that this element allows for 
an analytic continuation along any curve I' that lies in D and starts at 
z0 • Suppose p is the distance between I' and the boundary of D, 
p > 0. We cover I' by a finite sequence of circles K 0 , K 1 , ••• , Kn 
of radius p. The centers of the circles K 1 form an ordered sequence of 
points z0, ••• , Zn on I' (zn is the terminal point of')'), and the center 
zi of K 1 lies in the circle K 1_1' j = 1, 2, ... , n. 

At point z1 we fix the Cauchy data, which coincide with the value 
w0 (z) of the solution and its derivative, i.e. 

,.., ,.., 
w (z1) = w0, w' (z1) = w10 

where ;;;0 = w0 (z1) and ;;;1 = w0 (z1). By Theorem 1, this problem has 
a solution w1 (z) that is regular in K 1• The above-proved then yields 

wi (z) = Wo (z), z E Ko n Kl. 

Similarly, there is a solution w2 (z) of the Cauchy problem 

w (z2) = w1 (z2), w (z2) = wj (z2), 

that is regular in the circle K 2 , and this solution coincides with 
Wt (z) for z E Kl n K2. This process can be continued, and we find 
that the element w0 (z) is continued analytically along the sequence 
of cireles K 0 , ••• , Kn; all the elements w0 (z), ... , Wn (z) are solu­
tions of Eq. (27.1). 

Thus, the element w0 (z) generates a function w (z) that is analytic 
in D and all elements of which satisfy Eq. (27.1). Since D is a simply 
connected domain, we ean conclude from the monodromy theorem that 
w (z) is regular in D. The proof of the theorem is complete. 

Theorem 2 yields 
Theorem 3 Suppose the coefficients p (z) and q (z) of Eq. (27.1) 

are regular in a domain D. Then every solution of Eq. (27.1) is an 
analytic function in D. 

If D is a multiply connected domain, the solution of Eq. (27.1) 
may be a multiple-valued analytic function. 
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Example 4. Consider Euler's differential equation 

"+a '+ b O w -zw 7 w= , (27.7) 

where a and b are constants. The coefficients of Euler's equation are 
regular in the complex z plane with point z = 0 deleted. 

We wish to find the particular solution of Eq. (27. 7) in the form 
w = zA.. Substituting this solution into Eq. (27. 7) and dividing it by 
z"--2 , we arrive at a solution for A.: 

A. (A. - 1) + al.. + b = 0. (27.8) 

If the roots At and 1..2 of this equation are different, the functions 
wt (z) = zA., and w 2 (z) = zA.• form a fundamental system of solu­
tions for Euler's equation. But if the roots coincide, i.e. 1..1 = 1..2 = A., 
or (a - 1)2 - 4b = 0, Eq. (27. 7) has a solution w1 (z) = zA. and, in 
addition, a solution w2 (z) = zA. In z; this pair of solutions forms the 
fundamental system of solutions of Eq. (27. 7). 

Let us study the behavior of Eq. (27.1) in the neighborhood of 
the point at infinity. Introducing the change of the variable z = 1/ ~ 
and assuming that <p (~) = w (1n), we arrive at the equation 

(27 .9) 

Every solution of Eq. (27.9) is regular at point ~ = 0 if the functions 
2~-1 - ~-2 p (11~) and ~-4q (1n) are regular at point ~ = 0. Hence, 
every solution of Eq. (27 .1) is regular at point z = oo if the functions 
2z - z2p (z) and z4q (z) are regular at this point. 

27.2 Singular points of an equation The singular points of 
the coefficients of Eq. (27 .1) are called the singular points of this 
equation. As a rule, the singular points of an equation are singular 
points for all the solutions of this equation. For instance, the point 
z = 0 is a singular point for Euler's equation (27. 7). If the roots 
A. 1 and A2 of Eq. (27.8) are different, then a solution of Euler's equa­
tion has the form w (z) = C 1z"-• + C 2z"-•, where C t and C 2 are 
constants. If the numbers A1 and A2 are real and nonintegers or if 
Im At =I= 0 and Im A2 =I= 0, then point z = 0 is a singular point for 
every solution of Euler's equation (the only exception is the trivial 
solution w (z) = 0). 

We will now study the behavior of solutions of Eq. (27.1) in a neigh­
borhood of a point z0 that is a pole for at least one coefficient of the 
equation. We take an annulus K: 0 < I z- z0 I< r where the func-
tions p (z) and q (z) are regular and a point z E K. We study the solu­
tions w 1 (z) and w2 (z) with the Cauchy data 

w1 ('i') = a0 , wl (i} = a1, w2 (;} = b0, w:!(z) = b1, 

14-018U 

(27.10) 
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and select the numbers a 1 and b 1 such that 

lao atl 11 = b0 b1 =F O. 

Let U be a circle centered at point~ and lying in K. By Theorem 1, 
there are solutions in this circle, wf(z), w~(z), {)f the Cauchy problem 
(27 .10) that are regular in U. The solutions are linearly independent 
since 11 =F 0. Suppose w1 (z) and w2 (z) are the analytic functions gen· 

erated by the elements wf(z) and w~(z) given at point i: By ,Theo­
rem 3, the functions w1 (z) and w2 (z) are analytic in K and are solu­
tions of Eq. (27.1), i.e. each of their elements satisfies Eq. (27.1). 

Let us take a closed curve y with the initial point at z and lying 
entirely in K and continue the elements wf(z) and w~(z) analytically 
along y. Then 

w~(z) -. wl(z), wl(z) -. w~(z), 

where wl(z) and w2(z) are regular functions in U. In addition, these 
functions are solutions of Eq. (27.1) for z E U. Since the solutions 
wHz) and w~(z) are, by construction, linearly independent for 
z E U, there are constants c Jk such that 

w~(z) = c11wt(z) + c12w~(z), w!(z) = c21wt(z) + c22w~(z). (27.11) 

Let us consider the matrix 

C- (CH Ct~) 
- C21 C22 ' 

and assume that /.. 1 and /..2 are its eigenvalues, i.e. the roots of the 
equation 

(27 .12) 

Theorem 4 (1) If the roots /.. 1 and /..2 of Eq. (27.12) are different, 
then Eq. (27.1) has two solutions of the form 

w1 (z) = (z- z0)P•cp1 (z), w2 (z) = (z- z0)P•cp2 (z), (27.13) 

where /..1 = e2:rripJ (j = 1, 2), and the functions cp 1 (z) and cp 2 (z) are 
regular in the annulus K. 

(2) If the roots of Eq. (27 .12) are equal, i.e. /..1 = /.. 2 = /..., then 
Eq. (27.1) has two solutions of the form 

w1 (z) = (z - z0)P cp1 (z), 
(27.14) 

w2 (z) = (z - z0)Pcp'l (z) + a (z - 7.0)Pcp1 (z) ln (z - z0). 

Here /... = e2:rtiP, p is a constant, and the functions cp 1 (z) and cp 2 (z) are 
regular in K. 
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We recall that K is an annulus of the form 0 < I z- z0 I< r 
and that the coefficients of Eq. (27.1) are regular inK. 

Proof. We introduce the following vector function in the form of 
a column vector: 

(wi (z) = (wJ (z) ) , j = 0, 1. 
w2 (z) 

We can now write (27.11) in the form 

w1 (z) = Cw0 (z). 

Suppose T is a nonsingular 2-by-2 matrix such that -w0 (z) = Tw0 (z). 

Then after traversal of y we have 

;;;o (z)- ~1 (z) = Tw1 (z), 

and (27.15) becomes 

w1 (z) = TCT-1~0 (z). 

(27 .15) 

(27.16) 

(27.17), 

(1) Suppose the eigenvalues A1 and A2 of matrix C are different. 
Then there is a matrix T that diagonalizes C: 

TCT-t=A=(~ ~). 
With such a choice of T we arrive at the following expression for 
(27.17): 

(27 .18), 

We select p1 in such a way that e2nipa = At and consider the functioD.J 

qJ 1 (z) = (z-z0)-p1~~ (z). 

After we have traversed y, we have 

(z- Zo) -Pt - e- 2nipt (z- zo)- Pt' 

~o that 

'l't (z) - e2nipt (z- zo) -PI At;;;~ (z) 

= A~1 (z -- z0) -p1 At (z- z0)P1 qJ 1 (z) •= qJ1 (z). 

I lence, the analytic function !p 1 (z) is single-valued and therefore is 
I'Pgular inK. This means that Eq. (27.1) has a solution 

· w1 (z) = (z- z0)P1 !p1 (z) 
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and, similarly, a solution 

W2 (z) = (z- z0)P2 cp2 (z). 

This proves proposition (1) of Theorem 4. 
(2) Suppose 1..1 = 1..2 = A.. Then there is a malrix T that reduces 

C either (a) to the Jordan normal form or (b) to the diagonal form. 
In the case (a) we have 

TCT-t= (~ ~), 

so that instead of (27 .18) we have -(;Hz) = A,(;£(z) + wf(z). (27.19) 

For the solution w1 (z) generated by the element w~ (z) we once more 
have the representation (27 .13). Dividing the second equation in 
(22.19) by the first, we find that 

;;;: (z) +__!_ - '),• 
w~ (z) 

so that the function 'ljJ (z) = z~2(z)f(;r(z) possesses the followin 
property: 

1 
1jJ (z) -+ 1jJ (z) +-x-

as'\' is traversed. Hence (see Remark 2 in Sec. 21), the iunction 
1 

1jl(z)- 2ni/., ln(z-z0)=cp2 (z) 

is regular in ~nnulus K, and for the solution w2 (z) generated by the 

element -;;~(z) we have the representat on (27. H). 
In the case (b) we have 

( 'A ()) rcr-1 = 0 'A , 

so that (27 .18) has the form 

,;i (z) =A.~~ (z), ;Hz)= A,(;~ (z), 

while the solutions w1 (z) have the form w1 (z) = (z- z0)P cp1 (z), 
j = 1, 2, with cp 1 (z) regular in K. The proof of the theorem is 
complete. 

Corollary 1 Suppose the coefficients of Eq. (27 .1) are regular or have 
a pole at z = oo. Then Eq. (27.1) has either two solutions 

w1 (z) = zP1cp1 (z), w2 (z) = zP2cp2 (z) (27 .20) 
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or two solutions 

w1 (z) = zPcp1 (z), w2 (z) = zPcp2 (z) + azPcp1 (z) ln z, (27.21) 

where the functions cp1 (z) and cp 2 (z) are regular in a punctured neigh­
borhood of point z = oo. 

Indeed, the change of variable z = 11~ reduces Eq. (27.1) to 
Eq. (27.9); the coefficients of the latter are either regular or have 
a pole at ~ = 0. 

27.3 Regular singular points Suppose z0 is a pole or a point 
of regularity for the coefficients of Eq. (27.1). Then there are two 
possibilities: 

(a) point z0 is a pole or a point of regularity for both functions 
cp1 (z) and cp2 (z) in (27 .13) and (27 .14); 

(b) point z0 is an essential singularity for at least one function 
cp1 (z) or cp 2 (z). 

In the case (a) point z0 is said to be a regular singular point for 
Eq. (27.1), while in the case (b) it is said to be an irregular singular 
point for Eq. (27 .1). These definitions remain valid for point z0 = oo. 

Regular singular points are the more simple singularities and are 
well documented, while the structure of solutions in a neighborhood 
of an irregular singular point is very complex and for this reason 
we will not consider such points here (the interested reader can 
refer to Smirnov [1]). 

Remark 1. Suppose z0 is a regular singular point and w1 (z) is a solu-

tion of the type (27 .13). Then cp1 (z) = (z - z0)m ;p'1 (z), where m is 

an integer, and q;1 (z) is regular and nonzero at point z0 • Substituting -p1 = P1 + m for p1, we obtain 

u:1 (z) = (z- zol~~~ (z). 

Note that .A1 = e~nip,_ 
Therefore, in the case o 1a regular singular point we can assume 

that the functions cp1 (z) and cp2 (z) are regular at point z0 and that 
cp 1 (z0) =I= 0 and cp2 (z0) =I= 0. 

The definition of a regular singular point we just gave is of an 
inderect nature, since it was formulated in terms of the properties of 
solutions rather than in terms of the properties of the coefficients. 
Let us show that knowing the properties of the coefficients enables 
us to determine whether a singular point of an equation is regular or 
irregular. For the sake of simplicity we assume the singular point 
to be z = 0. 

Lemma For point z = 0 to be a regular singular point or a point of 
regularity for Eq. (27.1) it is necessary that at this point 

(1) the function p (z) have a first order pole or be regular, and 
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(2) the function q (z) have a pole of an order no higher than 2 or be 
regular. 

Proof. For the sake of simplicity we will assume that the roots of 
Eq. (27.12) are different. Then 

w" w' 
--w+p(z) -;;-+q(z)=O. (27.22) 

Moreover, w1 (z) = zP•cp1 (z), with A1 = e2nip, and cp1 (0) =1= 0 (see 
Remark 1). Substituting w1 (z) into Eq. (27.22), we obtain 
PI (pi-1) + 2pi (jl; (z) + <p'; (z) 

z2 z 'PI (z) 'PI (z) 

+ ..£L p (z) + ..J~ (z) p (z) + q (z) = 0. (27 .23) 
z 'PI (z) 

Similarly, the solution w2 (z) can be written in the form (27 .13), where 
~2 (z) is regular and nonzero at point z = 0, so that 

P2 (P2 -1) + 2p2 (jl~ (z) + <p; (z) 
z2 z <p 2 (z) [.<p2 (z) 

+ ...£!. p (z) + 'P2 '(z) p (z) + q (z) = 0. (27 .24) 
z <p2 (z) 

The functions cpj (z)!cp 1 (z) and cpj (z)!cp 1 (z), j = 1, 2, are regular at 
point z = 0 since cp 1,2 (0) =1= 0. Subtracting (27.24) from (27.23), we 
find that 

fpt- P2 + za (z)] p (z) = z-1b (z), (27.25) 

where a (z) and b (z) are regular at z = 0. Since A1 =I= A2 , we conclude 
that p 1 =I= p2 , and from (27 .25) it follows that the function p (z) is 
either regular at z = 0 or has a first order pole at this point. But then 
(27.23) implies that q (z) at point z = 0 is either regular or has a 
pole of an order no higher than 2. 

Thus, if z = 0 is a regular singular p2int for Eq. (27.1), this equa­
tion is of the form 

"+ a (z) , + b (z) O w --w --w= 
z z~ ' 

(27 .26) 

where a (z) and b (z) are regular at z = 0. 
It has been proved by L. Fuchs (see Smirnov [1]) that condition 

(27.26) is sufficient, i.e. we have 
Theorem 5 The point z = 0 is a regular singular point for Eq. (27 .1) 

if and only if this equation has the form (27 .26), with a (z) and b (z) 
regular functions at point z = 0. 

Corollary 2 The point z = oo is a regular singular point for 
Eq. (27.1) if and only if this equation has the form (27.26), with a (z) 
and b (z) regular functions at point z = oo. 
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Example 5. Euler's differential equation (27.7) has two singular 
points, 0 and oo. Both are regular singular pGints. 0 

Example 6. Bessel's differential equation 

z2w" + zw' + (z2 - '\12) w = 0 (27.27) 

(v is a constant) has two singular points, 0 and oo. The first is a regu­
lar singular point and the second an irregular singular point. 0 

Example 7. The hypergeometric differential equation 

z (1 - z) w" + [y - (a + P + 1) zJ w' - apw = 0 (27 .28) 

(a, p, and 1' are constants) has three singular points, 0, 1, and oo. 
All three are regular singular points. 

27.4 Construction of solutions in the neighborhood of a regular 
singular point Let us take Eq. (27 .26), for which point z = 0 is 
a regular singular point. In this case we can construct the solution 
explicitly. We look for the solution in the form of a power series, 

•oo 

w (z) = zP 21 WnZn, V,(28.29) 
n=O 

where) w0 =I= 0, p, and Wn are unknown numbers. 
By Theorem 5, such solution indeed exists and the series (27.29) 

is convergent in a punctured neighborhood of point z = 0. We have 
00 

w' (z)= ~ (n+p)w,.zn+p-1, 
n=O 

00 

w"(z)= ~ (n+p)(n+p-1)wnzn+p-2. 
n=O 

We expand the coefficients a (z) and b (z) in Taylor series: 
00 00 

a (z) = ~ anzn, b (z) = ~ bnZ11 • 

n=O n=O 

Substitutingj into Eq. (27.29), we find that 

z w0 [p (p - 1) + a0p +~b0] + z:+l {w1 [p (p + 1) + a0 (p + 1) 

+ b0] + w0 (pa 1 + b1)} + ••• + zP+n {w,. [(p + n) (p + n - 1)j 

+ a0 (p + n) + b0] + ... + W0 (pan + bn)} + ••• = 0. 

Nullifying the coefficients of zP+n, n = 1, 2, •.. , we arrive at a 
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recurrence system of equations: 

Wofo (p) = 0, 

wtfo (p+ 1) + Woft (p) = 0, 
. . . . . . .. . . . . . . . . 

Wnfo (p +n) + Wn-tft (p+ n-1) 

+ Wn-2/ 2 (p +n-2) + ... + Wofn (p) = 0, 
where 

fo (p) = P (p - 1) + aop + bo• 

Since w0 =F 0, we can write fo (p) = 0, i.e. 

p (p - 1) + aoP + b0 = 0. 

(27 .30) 

(27.31) 

(27.32) 

This equation is known as the indicial equation. Let p1 and p2 

be the roots of the indicia! equation. There are two possibilities 
here. 

(1) If this equation has two distinct roots, not differing by an 
integer, then / 0 (p1 + n) =F 0 and fo (p 2 + n) =F 0 for a single inte­
ger n ;;;;:.1. By selecting either root and solving Eq. (27 .30) fequential­
ly we can find w1 , w2 , •••• In this case Eq. (27 .26) has two linearly 
independent solutions w1 (z) and w2 (z) of the type (27 .13). 

(2) If this equation has two roots that differ by an integer, p1 -

p2 = m;;;;;:. 0, then / 0 (p1) = /0 (p2 + m) = 0, butj0 (p 1 + n) =F 0 for 
a single integer n ;;;;;:. 1. In this case there is only one solution w1 (z) 
of the type (27.13). The second linearly independent solution can 
be found by employing Liouville's formula (see Fedoryuk [1]): 

z 

I w1 (z) w2 (z) I -S P(l)dz 
= Ce :re 

w~ (z) w~ (z) 
C=const. 

We can rewrite this as 

which yields 

z 

- S p(z)d 

( wa (z) ) '__ C --:,..-;--:--6 zo w1 (z) wf (z) 

z 

z - s p(~)d~ 
\
, Ce zo 

w2 (z) = w1 (z) • ---:;2 -:-:-- dz 
w1 (z) 

Zl 

(27 .33) 
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Since p (z) = a (z)lz = a0/z + a1 + ... , we conclude that 
z 

J p(s)ds=a0 lnz+'¢(z), 
zo 

where 'lj> (z) is regular at point z = 0. Hence, the integrand in (27.33) 
has the form z-ao-2P• X (z), where X (z) is regular and nonzero at 
point z = 0. The indicia! eqmtion (27.32) implies that p1 + p2 = 
-a0 + 1, and since p 1 = p2 + m, we conclude that -a0 - 2p1 = 
- (m + 1). We have 

00 

X (z) = ~ XnZn, 
n=O 

whence 

"" z-a-2ptx (z) = lj xnz-m+n-t. 
n-o 

Integrating (27 .33), we find that 

W2 (z) = w1 (z) (Xm ln z + z-mh (z)), 

where h (z) is regular at point z = 0. We finally find that the second 
linearly independent solut f Eq. (27.26) has the form 

w2 (z) = zP•-m<p 2 (z) + w 1 (z) Xm ln z, (27.34) 

where <p2 (z) is regular at point z = 0 
We will now investigate the structure of the solutions of some 

differential equations in the neighborhood of a regular singular 
point. 

Example 8. The point z = 0 is a regular singular point for Bes­
sel's differential equation (27 .27). The indicia] equation (27 .32) in 
this case is 

p (p - 1) + p - v2 = 0, 

and its roots are p1 ,2 = ±v. 
(1) v is not an integer. Then Bessel's equation has two linearly 

independent solutions of the form 

w1 (z) = zv<p1 (z), w2 (z) = z-"<p2 (z), 

where the <p 1,2 (z) are regular and nonzero at point z = 0. 
(2) v is an integer. Suppose, for the sake of definiteness, that v is 

nonnegative. Then Bessel's equation has a solution of the form 
w1 (z) = zV<p 1 (z), where the function <p 1 (z) is regular and nonzero at 
point z = 0. The second linearly independent solution can be found 
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via (27.33): 

Let v he nonnegative or not a real number. We wish to find the 
solution of Bessel's equation. Equations (27 .30) are (at p = v) 

wJ'J (v + 1) = 0, w2f 0 (v + 2) - w0 = 0, ... , 
Wnfo (v + n) - Wn-2 = 0, 

with fo (p) = p - v2• From this we find that w1 = w3 = ... = 

Wo(- 1)n 
W 2n+I = ... = 0 and W 2n = 4nnl(v + 1) ••. (v + n)" Hence, 
the function 

00 

W1 (z)= ~ 
n=O 

is a solution of Bessel's equation. Note that 

(v + 1) ... (v + n) = r (v + n + 1)/r (v). 

The solution 
00 

J.,(z) = ~ r (n+1) r (n + v + 1) ' 
n=O 

which differs from w1 (z) only by a numerical factor, is called the 
Bessel function of the first kind of order v. If v is not an integer, then 
thl' solutions J., (z) and J _., (z) form the fundamental system of solu­
tions of Bessel's equation. 0 

Example 9. The points z = ±1 are egular singular points for 
Legendre's differential equation 

(1 - z2) w" - 2zw' + A.w = 0 

(A. is a constant). Let us study the structure of the solutions of this 
-equation in the neighborhood of point z = 1. The indicia! equation 
is p (p - 1) + p = 0, whence p1 = p2 = 0. Hence, Legendre's equa­
tion has a solution w1 (z) that is regular and nonzero at point z = 1. 
The second linearly independent solution can be found via (27 .33). 
In the case at hand, 

2z d 
p(z)=- 1-z2 Tzln(z2-1), 
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so that 

The integrand in a neighborhood of point ~ = 1 can be expanded 
in the following series: 

00 

Wo (~-1) + ~ an (~-1)n. 
n=O 

Integrating this series termwise, we find that 
00 

W2 (z) = W1 (z) ( ; 0 ln (z -1) + ~ bn (z -1)n), 
n=1 

whence w2 (z) = w1 (z) ln (z - 1) + <p (z), where <p (z) is regular 
at point z = 1, <p (1) = 0. Thus, the solution w2 (z) has a logarithmic 
singularity at point z = 1. 0 



Chapter V 

Residues and Their Applications 

28 Residue Theorems 

28.1 Residues at finite points We start with a function f(z) 
that is regular in a punctured neighborhood of a point a (a =1= oo ), 
i.e. in the annulus K: 0 < I z - a I < p0 • Then point a is either an 
isolated singular point (a pole or an essential singularity) for f (z) 
or a point of regularity, and f (z) is represented in K by a convergent 

00 

Laurent series, f (z) = ~ Cn (z - a)n. 
n=-oo 

Definition 1. The residue of a function I (z) at a point a (denoted 
by Res I (z)) is the coefficient c_1 of the I aurent expansion of I (z) 

z=a 
about point a, i.e. 

Res I (z) = c-1• (28.1) 
z=a 

According to ( 17. 7), 

c_t = ~!i J I (s) ds, 
"l'p 

where the circle ')'p: I z - a I = p (0 < p < p0) is oriented in the 
positive sense. This yields the following formula: 

J I (z) dz = 2ni ~~:I (z). (28.2} 

"l'p 

Thus, if z = a is an isolated singular point for 1 (z), the integral of 
I (z) along the boundary of a small neighborhood of point a is equal 
to the residue at this point times 2ni. It is obvious then that if a 
is a point of regularity for 1 (z), Res f (z) = 0. 

z=a 
In all the examples in this chapter the path of intEgration is 

oriented in the positive sense (if the contrary is not staterl explicitly). 
Example 1. Find the residue of e1/z at point z = 0. Since 

1/z- 1 + 1 1 · 1 d R 1/ 1 e - - + -2 1 + ... , we can wr1 te c_1 = an es e z = . 
z Z z=O 
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This also means that 

~ e1/z dz = 2ni Res e1/z = 2ni. D 
tzl=1 z=O 

Example 2. Suppose f (z) = (sin z)/z6 • Then Res f (z) = 1/51, 
z=O 

since f (z) = :6 ( z- ;~ + ~~ + ... ) and c_1 = 1/51 Whence, 

r sin z d - 2ni 0 
J z6 Z- 51 • 

lzi=2 

Example 3. If f (z) = z cos z! 1 , thenz,!l-~~ f (z) = - ~ , since 

[ 1 J 1 f(z) [(z+1)-1] 1- Z(z+ 1)2 + ... and c_1 = -2· 0 

28.2 Calculating residues at poles (a =1= oo) (1) We start with 
the case of a simple pole. If a is a simple pole for f (z), the Laurent 
expansion of f (z) about point a has the form 

00 

f (z) = c t(z-at1+ 2J Cn (z-at, 
n=O 

with c_1 = lim (z- a) f (z); whence. 

Res f (z) =lim (z -a) f (z). (28.3) 
z=a z-+a. 

For instance, if I (z) = q:> (z)/'ljl (z), where q:> (z) and 'ljJ (z) are regular 
functions at point a, with q:> (a) =I= 0, 'ljJ (a) = 0, and 'ljl' (a) =I= 0, 
then point a is a simple pole for f (z), and (28.3) yields Res f (z) = 

z=a 

ll·m (z-a) cp (z) 1. cp (z) cp (a) . 
'ljJ (z) zl~ 'ljJ (z) -'ljl (a) = 'ljl' (a) ' I .e. 

z-a 

cp (z) cp (a) 
~~~ 'ljl (z) =~(a) • (28.4) 

(2) Now we go over to the case where the order of the pole is 
greater than unity. If point a is a pole of order rn for f (z), the Lau­
rent expansion of I (z) about point a has the form 

f (z) = ( c_m)m + .. : +~ +c0 +cdz-a) +.. .. (28.5) z-a z-11 

Multiplying both sides of (27.5) by (z- a)m, we find that 

(z- a)m I (z) = c_m + ... + C-i (z- a)m-l + c0 (z- a)m 
+. . .. (28.6) 
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Differentiating (28.6) m-1 times and going over to the limit 
dffl-1 . 

as z- a, we find that (m -1)! c_1 =lim d m-1 f(z-a)m f(z)], which 
z-+a z 

yields a formula for calculating the residue at an mth order pole: 

1 . dm-1 m 
~,:!f(z)= (m-i)l lzi! dzm-1 [(z-a) f(z)J. (28.7) 

For instance, iff (z) = h (z)l(z- a)m, with h (z) regular at point 
a, h (a) ==I= 0, then (28.7) yields the following formula: 

R h (z) _ 1 hCm-i) ( ) z:!; (z-a)m - (m-1)1 a (28.8) 

z 
Example 4. Let us consider the function f (z) = ~(:-z----:i:-:-)-:-(z--~2):n2 , 

which has a first order pole at point z = 1 and a second order 

pole at z = 2. Formula (28.3) yields Res f (z) = [ ( ~2)2 J _ = 1, 
z=t Z z-1 

while formula [(28.8) yields ~,:~ f (z) = ( z~ 1 t=z = -1. 0 

Example 5. The points z = k1t (where k is an integer) are simple 
poles for cot z = c?s z; whence (28.4) yields 

s1n z 

R [ cos z J es cot z = ( . )' = 1. 
z=kn Sln z z~kn 

From this it follows, for instance, that the principal part of the 
Laurent expansion of cot z about k1t is 1/(z - k1t). 0 

28.3 Residues at the point at infinity Suppose a function f(z) 
is regular in a punctured neighborhood of point z = oo, i.e. in the 
domain Po < I z I < oo. Then point z = oo is either an isolated 
singular point for f (z) (a pole or an essential singularity) or a point 
of regularity, and f (z) can be represented in Po < I z I < oo by a 
convergc'nt Laurent series, 

00 00 

f (z) = "V CnZn = "V n + C-i + c-2 + .LJ LJ CnZ 7 ~ • • • • (28.9) 
n=-oo n=O 

Definition 2. The residue of a function f (z) at point z = oo (denoted 
by Res f (z)) is the number -c_1 , where c_1 is the coefficient of 1/z 

z=oo 
in the Laurent expansion of j (z) about the point at infinity, i.e. 

Res f (z) = -c-1• (28.10) 
1=00 
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According to (17. 7) c_1 = 2~i ~ I (z) dz, where the circle I z I = 
[z\=p 

p (p > p0) is oriented counterclockwise. Combining this with 
(28.10), we find that 

J I (z) dz = 2ni ~!I (z), 
Yp 

(28.11). 

where y P is the circle I z I = p oriented clockwise. 
Remark 1. We can combine formulas (28.2) and (28.11). Indeed, 

if I (z) is regular in a punctured reighborhood U of a finite point or 
the point at infinity, both denoted by a, then the integral of I (z) 
along 1 he boundary y P of this neighborhood is equal to the residue at 
point a times 2ni. (The neighborhood U is to the left as '\'pis traversed 
in (28.2) and (28.11).) 

Suppose z = oo is a kth order zero for I (z). Then in a neigh­
borhood of the point at infinity we can represent f (z) by th& 

L t . I ( ) c_, + C_( h+ 1) + h 0 auren expansiOn z = -,.- k+l ••• , w ere c_" =I= • z . z 
As z -+ oo, we arrive at the fo1lowing asymptotic formula 

A f (z) ,._. -;ii" (A= c_,. =I= 0). 

If k = 1, then Res f(z) = - c1 = -A, while if k~ 2, Res f (z) = 0. Thus, 
z=oo z=oo 

A (z -+ oo) *Resf(z)=-A, (28.12) l(z) ,...,_ 
z z=oo 

A 
(z -+ oo, k~2) *Res f (z) = 0. (28.13) f (z) ,._.-

•" %==00 

Example 6. For the function e1/z = 1 + ! + 2:z2 + ... the coffi­

cient c_1 is equal to 1, so that Res e1/z = -1. Note that this func-
z=oo 

tion is regular at point z = oo, and nevertheless the residue at 
this point is nonzero. 0 

Example 7. For the function f (z) = z! 2 cos ! the point z = oo 

is a first order zero: f(z)'"'""' 1/z (z-+ oo). From (28.12) we find 
that Res f (z) = -1. 0 

z=oo 

Example 8. For the function f (z) = z3~i sin ! the point z = 

oo is a third order zero: f (z) ,..., 1/z3 (z -+ oo ). From (28.13) we find 
that Res f (z) = 0. 0 

z=oo 
Example 9. Suppose f (z) is a regular branch of the function 
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( !+: r in the plane with a cut along [ -1, 1] on whose upper 

bank the function assumes the value 1 at point z = 0 (see Example 
17 in Sec. 24). Then the Laurent expansion of f (z) about point 

z = oo has the form f (z) = e-taft ( 1- 2: + ... ) . This yields 

Res f(z) = 2ae-ian. 0 

28.4 The fundamental residue theorem 
Theorem 1 (the fundamental residue theorem) Suppose a func­

tion f (z) is regular in a simply connected domain D except at a finite 
number of singular points z1 , z2 , ••• , Zn and suppose y is a simple 
closed curve lying in D and containing z1 , z2 , ••• , Zn in its interior. 
Then 

n 

J f (z) dz = 2ni ~ Res f (z), 
'V. k=1 z=zk 

(28.14) 

where y is orientedlin the positive sense. 
Proof. Let the Yk (k = 1, 2, ... , n) be small circles centered at 

the zk and oriented counterclockwise. In view of Corollary 2 of Sec. 9 
we have 

n 

J f (z) dz = ~ ~ f (z) dz, 
., k=1 "~k 

which, when combined with (28.2), yields (28.14). 
Corollary Suppose f (z) is regular in the entire extended complex z 

plane except at a finite number of singular points. Then the sum of all 
the residues off (z), including the residue at point z = oo, is zero, i.e. 

n 

~ Res f(z)+Res f(z)=O. (28.15) 
k=1 z =zk z=oo 

Here the zk (k = 1, 2, ... , n) are the finite singular points of 
f (z), and point z = oo is either a singular point for f (z) or a point of 
regularity. 

Proof. Suppose y is the circle I z I = R oriented in the positive 
sense, with R so chosen that all the points zk (k = 1, 2, ... , n) 
lie in the interior of y. By Theorem 1, 

n 1 I (z) dz = 2ni ~ Res f (z). 
'I' k=1 z=zk 

(28.16) 
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On the other hand, (28.11) implies that 

~ f (z) dz = - 2ni Res f (z). 
., z=oo 

(28.17) 
'\' 

Formula (28.15) follows from (28.16) and (28.17). 
The following theorem is a generalization of Theorem 1: 
Theorem 2 Suppose a function f (z) is regular in a domain D in the 

extendedcomplexplaneexcept at a finite number of singular points and 
is continuous up to the•boundary r of D. Suppose r consists of a finite 
number of limited piecewise 
smooth curves. Then 

n 

(a) ' f (z) dz = 2ni ~ Res f (z) 
r k=1 z=zk 

(28.18) 

if D does not contain point 
z =:oo, and 

(b) ~ f (z)dz 
r 

n 

= 2~i( ~1!~!~~~~7-z~~s f (z)) 

(28.19) 
~; . .._ 

Fig. 68 

i/ D contains point z = oo. Here z1 , z2 , ••• , Zn are all the finite singu­
lar points of f (z) lying in D. 

Proof. (a) Let D be a bounded domain. Consider the multiply 
connected domain D obtained as a result of deleting D of small cir­
cles K centered at the respective points z1 (j = 1, 2, ... , n). 
By Theorem 4 of Sec. 9, the integral of f (z) along the boundary 
r of n is ·equal to zero, i.e. 

n 

~ f (z) dz = ) f (z>:dz + ~ ) fl(z) dz = 0, (28. 20) 
r r i=1 Yj 

where the boundary y i of circle K 1 is oriented clockwise. Since 

) /(z) dz= -2ni Res f (z) 
"l'J z=z j 

(see (28.2)), we see that (28.18) follows from (28.20). 
(b) Let K be a circle I z I < R that contains the boundary r of D 

and all the finite singular points of f (z) (Fig. 68). Consider the do-
15-01641 
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main G obtained from G = D n K by deleting the circles K 1 men­

tioned earlier. The boundary r of G consists of r. the circles 'VJ (the 
boundaries of the K 1), and the circle 'VR: I z I = R. We have 

n 

) l(z)dz=) l(z)dz+ ~) l(z)dz+) l(z)dz=O, (28.21) 
1' r i=1Yj 'VR 

where 'VR is oriented in the positive sense. Since 

~ I (z) dz = - 2ni ~e; I (z), 
'VR 

we see that (28.19) follows from (28.21). The proof of the theorem is 
complete. 

The residue theorems we have just proved are most important to 
the theory of functions of a complex variable. They can he effectively 
used when evaluating many definite integrals. 

28.5 Evaluating integrals along closed curves Here we give 
some examples concerned with evaluating integrals along closed 
curves via the theory of residues. In all examples the traversal of 
the integration path 'V is in the positive sense, i.e. the interior of 'V 
remains to the left. 

Example 10. Let I (z) =(cos z)/z3• Then (28.14) yields 

\ I (z) dz = 2ni Res I (z). 
Jz/:,2 z=O 

Since in the circle I z I < 2 the function I (z) has one singular 

point at z=O (a pole) and l(z)= ;8 - 2~z + 11 z+ .. . , we con-

elude that Res I (z) = c_1 = -1/2. Hence, 
z=O 

1 cos z a . J -z-3 - z= -m. D 
lzi=2 

Example 11. Let l(z)=1/(ez+1). Then 1= ) l(z)dz=2ni 
Jz-2il=2 

X Res I (z), since I (z) has one singular point in the circle 
z=ni 

I z- 2i I< 2, namely, a first order pole at z = ni. Formula (28.4) 
then yields 

1 
Res. I (z) = ( z+ 1)' . = -1, 
z=n t e z=n t 

whence I=- 2ni. 0 

Example 12. If l(z)=(2z-1)cos z z 1 , then 1= ) l(z)dz= 
tzJ=2 
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2ni Res I (z), since I (z) is regular in the circle I z I < 2 except 
•=1 

at point z = 1, which is an essential singularity for f (z). We 
have 

COS _z_ =COS (1 + - 1-) 
z-1 z-1 

1 1 . 1 . 1 =cos X cos z- 1 -sm X sm z- 1 

=COS 1 ( 1- 2 (z~ 1 ) 2 + ..• )-sin 1 ( z~ 1 - 31 (z~i)a + • • •), 

2z- 1 = 2 (z- 1) + 1, 

which shows that the coefficient c_1 of the term (z - 1)-1 in the Lau­
rent expansion of I (z) is 

c_1 = -(cos 1 +sin 1). 

Hence, I = -2ni (cos 1 +sin 1). 0 

Example 13. Let us evaluate the integral I= 
elJ(Z-1) 

z-2 dz. 

There are two ways in which we can do this. 

(1) The function I (z) = z 1 
2 e1W-t> has in the circle 1 z 1 < 4 

two singular points, z = 1 and z = 2. Hence, 

l = 2ni (Res I (z) +Res f (z)). 
z=1 •=2 

Since 
"" "" 

ei/(Z-1)= 1 + ~ -n-:!....,.(z-~---:-:1):-="- ' z~2 = -1--(!-1) =- ~ (z-1)", 
n=1 n=O 

"" 
Res f (z) = - ~ ___!___! = 1- e. 
•=1 n 

n=l 

we conclude that We can also write 

Res I (z) = (e11<•-t>)z=2 =e. 
z=2 

The final result is I = 2ni. 
(2) I = -2ni Res I (z). The point z = oo is a first order zero for 

z=oo 
I (z): 

_1_ ,...., .! ei/(•-t> ,...., 1 I (z) ,...., .! (z -+ oo). 
z-2 z ' ' z 

Formula (28.12) yields Res I (z) = -1 and, hence, I= 2ni. 0 
z=oo 

Example 14. We take P (z) = z" + a1zn-I + ... + tzn_1z +en. 
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a polynomial of a degree not lower than 2, andy, a circle whose inte­
rior contains all the zeros of the polynomial. Let us show that the 
function 

1 i e•~ 
w (z) = 2n:i J p m dt;, (28.22) 

'I' 

satisfies the equation 

P ( ! ) w (z) = w<n> (z) + a1w<n-t) (z) + ... + an_1w' (z) + anw (z) = 0 

(28.23) 
and the following initial conditions: 

w (0) = 0, w' (0) = 0, ... , w<n-2> (0), w<n-l) (0) = 1. (28.24) 

The definition (28.22) gives us the derivatives of w<k> (z), 

• (k) ( ) - 1 i tkez~ ar. h I.e. W Z - 2n:i J p {t) '='• ence, 
'I' 

( d ) 1 " P di w (z) = 2n:i ) e•t dt;, = O, 
'I' 

which proves (28.23). Let us see whether this function satisfies the 
initial conditions (28.24). We have 

<k> (0) 1 r ~k ar- R ~k 
w = 2n:t J P m "'- - c=e; P m · 

'I' 

(28.25) 

If k < n, the function t;,kfP(t;,) bas an (n- k) th zero at point 
t;, = oo, which means that Res t;,kfp (t;,) = 0 for k~ n - 2. Thus, 

~=co 

w<k> (0) = 0 at k = 0, 1, ... , n - 2. Now let k = n - 1. Then 
~n-t;p (t;,),..., 1/t;,(t;,--+ oo), so that Res (t;,n-t;p (W = -1, and 

~=oo 
from (28.25) it follows that w<n-I) (0} = 1. 0 

28.6 Integrals of multiple-valued functions Here are some exam­
ples concerned with the evaluation of integrals of regular branches of 
multiple-valued analytic functions. In Examples 15 to 18 the inte­
grals of all the branches of the multiple-valued analytic function 
under the integral sign will be evaluated. · 

vz-Example 15. Let us evaluate J z- 1 dz. The function Vz 
lz-tt-1/2 

splits in the ci:J;cle K: I z - 1 I < 1/2 into two regular branches, 
g1 (z) and g2 (z) = -g1 (z), which means that the integrand splits 
into two regular branches, /1 (z) = g1 (z)l(z - 1) and / 2 (z) = 
g2 (z)l(z - 1). Let g1 (z) be the branch of the root on which 
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g1 (1) = .1. Then g2 (1) = -1. Each function 11 , 2 (z) is regular inK 
except at point z = 1, which is a simple pole. By the residue theo­
rem (Theorem 1), 

\ / 1 (z) dz = 2ni ~~~ / 1 (z) = 2nig1 (1) = 2ni. 
lz-tT-t/2 

Similarly, J /2 (z) dz= -2ni. 0 
IZ-1[=1/2 

Example 16. Let us calculate I V dz • The integrand J z z11-1 
\z\=2 

splits in the domain I z I > 2 into two regular branches, 11 (z) and 
12 (z). Suppose 11 (z) is the branch on which z211 (z) ._ 1 as z ._ oo. 
Then for branch / 2 (z) we have z2f 2 (z) ._ -1 as z ._ oo. Since for 
/ 1 (z) and 12 (z) point z = oo is a second order zero, we have 

~ ft(z) dz = J /2 (z) dz = 0. D 
I z I =2 I z 1=2 

Example 17. Let us calculate I 1 z
2 + 1 . dz. The function J n z - :rt1 

I z + 1 I = 1/2 

In z splits in the circle K 0 : I z + 1 I < 1/2 into an infinite number of 
regular branches gk (z) defined by the condition gk (-1) = (2k + 
1). ni. We introduce the notation lk (z) = ~\+ 1 .. Since 

gk z - nz 
gk (z) =I= ni in the circle K 0 if k =1= 0, we find that each function 
fk (z) for k =I= 0 is regular and, hence, 

For the branch 
this reason Res 

z=-1 

J 

~ fk(z)dz=O (k=I=O). 
I z+1 I =1/2 

fo (z) the point z = -1 is a first order pole. For 
[ z2+1 J 2 

/ 0 (z) = (l ')' = (i/ ) = -2 and nz-nt z=-1 zz=-1 

f0 (z)dz=2ni Res / 0 (z)=-4ni. 0 
lz+1i=1/2 

z=-1 

Example 18. Suppose I (z) is the branch of the analytic function 
V z/(1 - z) in the plane with the cut along [0, 1] on whose upper 
bank the function assumes positive values. Let us calculate the 

integral ) l (z) dz. Since I (z) is regular in the domain I z [> 2, 
lzl-2 

we can write J 
lz I~ 2 

I (z) dz = -2ni Res f (z). If we now employ 
z=oo 
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the Laurent expansion off (z) about point z = oo from Example 18 
in Sec. 24, 

00 

f (z) = ein/3 ~ C'.: 1/3 ( -1)nz-n = ein/3 ( 1 + 3~ + • • . } ' 
n=O 

we find that Res f (z) = --} ein/3. Hence, 
z=oo 

r f (z) dz = - 2ni Res f (z) = 21tt eiTC/3. 0 J z=oo 3 
z I =2 

29 Use of Residues for Evaluating Definite Integrals 

The residue theorems (Theorems 1 and 2 of Sec. 28) make it possible 
to reduce the evaluation of integrals of complex valued functions 
along closed curves to finding the residues of the integrand in the 
interior of the path of integration. The same method can be used to 
evaluate many integrals of functions of a real variable. In many 
cases it is possible to evaluate definite integrals via residues quite 
simply even when other integration methods fail. For instance, if 
all the singular points of the integrand lying inside the integration 
contour are poles, calculating the residues is reduced to finding 
derivatives. Hence, in this case the evaluation of integrals is re­
duced to finding derivatives. 

2n 

29.1 Integrals of the type I= ) R (cos c:p, sin cp) dcp Integrals 
0 

of the type 
2n 

I= J R (cos qJ, sin qJ) dqJ 
0 

(29.1) 

are reduced to integrals along closed curves (here R (u, v) is a ra­
tional function of u and v). Let z = ei(j), Then 

. 1( 1) 1{.1) d .dz sm qJ = 2i z - z , cos qJ = 2 z -t- z , qJ = - £ -z-. 

If we vary qJ form 0 to 2n, the variable z runs along the circle 
I z I= 1 in the positive direction. The integral (29.1) can be re-

duced to an integral along a closed curve, I= J R 1 (z) dz, where 
z-1 

Rt(z)=-+R[; (z++), ii (z-+)J is a rational function 
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of z. By the residue theorem (Theorem 1 of Sec. 28), 
n 

I= 2ni ~ Res R 1 (z), 
k=1 z=zk 

where z1 , z2 , ••• , Zn are the poles of the rational function R 1 (z) that 
lie in the circle I z I < 1. 

Example 1. We wish to evaluate the integral 
2:rt 

I - I d<p I I< 1 - J 1-2a cos <p + a1 a · 
0 

To this end we introduce a new variable, z = ei'P. This yields 

I= ) 
i dz 

I z I =1 

The denominator az2 - (a2 + 1) z + a has its zeros at z1 = a and 
z2 = 1/a. Since I a I < 1, only one of these points lies in the circle 
I z J < 1, i.e. z1 = a, which is a first order pole of the integrand 
f (z). Formula (28.4) then yields 

~;; f (z) = (2az-(a1 +1llz=a 

- a2 -1 ' 

whence I = 2n/(1 - a2). 0 
29.2 Integrals of rational func­

tions Consider the integral 
00 

I= ) R (x) dx, (29.2) 
-oo 

y 

-R --- 0 -- R X 

Fig. 69 

where R (x) is a rational function. We assume that the integral 
(29.2) has a finite value. 

Here we cannot apply directly the residue theorems since the 
path of integration is an infinite open curve. To be able to employ 
these theorems, we introduce an auxiliary closed curve r 8 (Fig. 69) 
consisting of the segment [-R, R] and the semicircle C8 (I z I = R, 
0::;:;;; arg z::;:;;; n) and consider the integral 

) R (z) dz. 
I'R 

But first let us prove 
Lemma 1 Let a function f (z) be regular in the domain Im z > 0 

except at a finite number of singular points and continuous up to the 
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boundary of this domain. If the integral 

has a finite value and 

00 

) f (x) dx 
-oo 

lim ~ f (z) dz = 0, 
R-.oo C 

R 

where CR is the semicircle I z I= R, Im z;;::, 0, then 
00 

j' f (x) dx = 2ni ~ ~~s f (z). 
-oo Im zk>O k 

(29.3) 

(29.4) 

(29.5) 

In the last formula the residues are calculated at all singular 
points of the function f (z) that lie in the upper half-plane. 

Proof. We take.the contour r R (Fig. 69) and select R so large 
that all the singular points of f (z) that lie in the upper half-plane 
are inside r R· The residue theorem (Theorem 1 of Sec. 28) then 
yields 

R 

~ f(z)dz== )' f(x)dx+) f(z)dz=2ni ~ ~~s /(z). 
rR -R CR Im zk>O k 

Now we_go over to the limit as R-oo. Since the integral (29.3) 
has a finite value, we have 

R oo 

lim \. f (x) dx = ~ f (x) dx. 
R ... oo ~R -oo 

Moreover, ~ f(z)dz-+0 as R-+oo, in view of (29.4). This proves 
CR 

the validity of (29.5). 
We now turn to the integral (29.2). Suppose R (z) = Pn (z)!Qm (z), 

where Pn (z) and Om (z) are polynomials of degrees n and m, respec­
tively. The fact that the integral (29.2) is finite (by hypothesis) 
implies that k = m - n ;;::. 2 and R (z) has no poles on the real 
axis. Hence, 

R (z) .-. Afzk (z-oo, k ;;::. 2 is an integer), 

so that I R (z) I~ c I z 1-2 when I z I is large. Then I R (z) I ~ 
cR-2 on CR and, hence, 

/ J R(z)dzj~cR-2nR-+0 (R-oo). 
CR 
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We have thus proved that condition (29.4) is satisfied and, by· 
Lemma 1, 

00 

-oo 

~ R(x)dx=2ni ~ Res R(z). 
Im zk>O z=zk 

(29.f5} 

Here the residues are calculated at all the poles of R (z) that lie in· 
the upper half-plane. 

Similarly, we can write 
00 

~ R (x) dx= -2ni ~ ~~s R (z). 
-oo Im zk<O k 

Example 2. Let us evaluate the integral 
00 

[ = J (x2~f)4 • • 
-oo 

Since the function R (z) = (z2! i)4 = (z- i)~\z+ i) 1 has only one (fourth­

order) pole in the upper half-plane, at z = i, formula (28.8) yields; 

R ' 1 [ 1 ]{3) 5i 
z:,~ R (z), = 3f (z+ i)4 z=i = -32' 

and, by (29.6), I = 2ni Res R (z)= 
z = i 

5n/16. 0 
Example 3. Let us evaluate the 

00 

integral I= j 1 ~:2n where n 
0 

is a positive integer. 

y 

X 

Fig. 70 

The equation z2n + 1 = 0 has the following roots: zk = ei<2k+1)nf2n,_ 

k = 0, 1, ... , 2n - 1. Let us employ the following property of the· 
integrand, i.e. R (ein/n z) = R (z). We take the integration path 
in the form of the curve r R depicted in Fig. 70; this curve consists 
of the segment [0, R], the arc CR: z =Reiff!, 0::;;;; 'P:s;;; n/n, and the· 
segment l : z = rein/n, 0 =:;;;; r =:;;;; R. By the residue theorem (Theo­
rem 1 of Sec. 28), 

R 

J R(z)dz= J R(x)dx+ J R(z)dz+) R(z)dz=2ni ~es R(z), 
rR 0 CR l z-zo 

(29.7}­
since R (z) has only one pole at z0 = eint2n in the interior of r R·· 
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The residue at this point is 

Res R (z) = 2nz;n-1 =- ;~ . 
z=zo 0 

·The integral along l can be reduced to the integral along [0, R]: 
R R 

f R (z) dz- - f R (reintn) eintn dr- - eirr.tn l" dr J - J - J 1 + r2n • 
l 0 0 

Finally, we estimate the integral along C R· Since I R (z) I~ 
1/1 z l2 n (z-+ oo), we can write 

.\ R(z)dz-+0 (R-+oo). 
CR 

·Taking the limit ~f (29.7) as R -+ oo, we find that 

(1- einfn) I= _ ~ eint<2n>. I= " 0 
n ' . n 

2nsm2n 

00 

29.3 Integrals of the type I= J eiaz R (.x) d.x Here R (x) is 
-oo 

.a rational function of x. The integral 
00 

I= J eiazR (x) dx (29.8) 
-oo 

is the Fourier transform of R (x). To evaluate integrals of the 
type (29.8), we employ 

Lemma 2 (Jordan's lemma) Suppose a is positive and the following 
conditions are met: 

(1) a function g (z) is continuous in the domain Im z~O, I z I ~ 
R 0 >0; 

(2) M (R) =max 1 g (z) 1-+0.ias R-+ oo, 
zECR 

.where C R is the semicircle I z I = R, Im z ~ 0. 
Then 

(29.9) 

lim j g(z)eiazdz=O. (29.10) 
R-+oo C 

R 

Proof. Suppose z E CR and R >Ro. Then z = ReifP, o:;:;;; <p:;:;;; n, 
.dz = iReifPd<p, and 

I eiaz I = I eia (R cos rp+iR sin !p) I = e-a.R sin !p. (29.11) 
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Since ex is positive, we can write I eiaz I:::;; 1 (z E C R)· But this 
estimate is not sufficient for proving the validity of (29.10). To 
estimate I eiaz I on CR more precisely, we employ the inequality 

• - 2 o- - n (29 12) Slll <Jl:::::"'-;t <p, "=:::::<Jl"=:::::T, • 

which is valid due to the convexity of sin <p on [0, n/2]. 

Let us estimate the integral / 1 = J eirng (z) dz. Using (29 .11), 
CR 

we find that 
1t lt/2 

I / 1 I:::;; max I g(z) I \e-aR sin ~R d<p = 2RM (R) J e-aR sin~ d<p, 
~~ ~ 0 

whence by virtue of (29.12) we find that 

lt/2 a a 

Ptl~2RM(R) J e- 2R 7 ~d<p=M(R)(-: )e- 2Rn-~1;'2 

0 

=M (R)...::_(1-e-cr.R) ~~M(R). 
a a 

This estimate combined with (29.9) yields (29.10). The proof of J or­
dan's lemma is complete. 

Now let us study the integral (29.8). The integral has a finite value 
if and only if R (z) has no poles on the real axis and R (x),......, cfxk 
(x -+ oo), k ~ 1. This means that condition (29.9) is met and, by 
Jordan's lemma, 

J ei<Xz R (z) dz-+ 0 (R-+ oo, ex> 0). 
CR 

Formula (29.5) then yields 
00 

J ela.zR (x) dx = 2ni ~ Res (eia.zR (z)). 
-co Imzk>Oz=zA 

(29.13) 

Remark 1. If ex is negative, then, replacing the contour rR in 
Fig. 69 with its counterpart symmetric with respect to the real axis, we 
have 

co 

\ R (x) eia.z dx = - 2ni ~ Res (eiaz R (z)). 
-"'oo Im zk<O z=zk 

Remark 2. If R (x) is real for real x's and if ex > 0, then we can 
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separate in (29.13) the real and imaginary parts, which yields 
DO 

J R (x) cos ax dx =- 2n Im [ ~ ~s (efa.zn (z)}J, 
-DO Im zk>O -·k 

(29.14) 
DO 

J R (x) sin ax dx = 2n Re [ ~ ~~s (eia.zn (z)) J. 
-oo Im zk> 0 -•k 

There is no need in memorizing these formulas. It is much more­
important to understand the methods that led us to these formulas. 

-p 

y Example 4. We wish to evalu-
ate the integral 

p X 

Fig. 71 

00 

I= r {x-1)cos5xdx 
J x2 -2x+5 · 

-oo 

Formula (29.14) yields 

I= 

-2n Im[ Res (ei5z 2 ~;-~ 5 ) ]. 
z=1+2i z z 

since the integrand f (z) has one (first order) pole in the upper half­
plane. Formula (28.4) then yields 

[ eioz (z-1) l e-lo 
Resf(z)= .( 22 'S)' =-2-(cos5+isin5). 

z=1+2i z -:-. z--r _Jz=1+2i 

Whence I = - ne-10 sin 5. D 
00 

. \sin X d Example 5. Let us ev~}uate the mtegral I = J -x- x. Let 
' 0 

rp,R be the contour depicted in Fig. 71. We consider the integral 
I' ei z 

Ip R= I -dz. . ,} z 
rp. R 

It is equal to zero because eiz /z is regular inside f p,R• but, on the 
other hand, it is equal to the sum of the integrals taken along C P 

and CR and the segments [-R, -p] and [p, R]. We have 
etz 1 
-z-=z-+h(z), 

where h (z) is regular at point z = 0. If z E C P' then z = pei<r, 0 ~ 
q>~ n, dz = ipei<P dcp, and 

0 

J +dz=i J dq>= -in. 
Cp n 
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The function h (z) is bounded in a neighborhood of point z = 0 

and, hence, ~ h(z)dz-.0 as p-.0. This yields 
cP 

I' eiz 
) -z- dz-.- in as p -. 0. 
cP 

The integral along C R tends to zero as R-. oo (Jordan's lemma). 
The sum of the integrals along [-R, -p] and [p, R] is 

-p R R R 
l eix r eix r 
J -x-dx+ j x dx= J d 2 . )' sinx d X= £ -- X. 

X X 
-R p p p 

Hence, 
R r sinx . 

O=Ip, R = 2i J -x- dx-m+e1 (p)+~(R), (29.15) 
0 

where e1 (p)-.O as p-.0 and ez(R)-.0 as R-.oo. Since I has 
a finite value, 

Going over to the limit in (29.15) asp-. 0 and R-+ oo, we obtain 
2il - in = 0, whence I = n/2. D 

Example 6. Evaluate the integral 
co 

I = l COS CJ.X-X2 COS ~X dx 0 A 0 J (a~ ' .... ~ ), 
0 

J eictz _ ei~z 
We consider the integral I p,R = dz, where 

z2 
rp,R 

r p,R is the contour depicted in Fig. 71. On the one hand, this 
integral is equal to zero, by Cauchy's integral theorem. On the other 
hand, it is equal to the sum of the integrals taken along Cp, cR. 
[-R, -p], and [p, R]. Point z = 0 is a simple pole for the function 
f (z) = (eiaz - ei~z)fz2 , and Res f (z) = i (a - ~). Just as we 

z=O 
did in Example 5, we can show that the integral along C P tends 
ton (a- ~) asp-+ 0, while the integral along C11. tends to zero as 
R-+ oo. The sum of the integrals along the two segments is 

r (eifXX+e-ia% _ ei~x+e-i~x) r COSCJ.X-COS~X d 
J xz x' dx = 2 J x' X. 
p p 
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Sending 
R 
\ COS !U-COS ~X 2 J --x.,.-2 ~-dx+n (a-~)+e1 (p)+e2 (R) =0 
p 

(e1 -+0 as p-+0 and £2 -+0 as R-oo) 

to the limit asp-+ 0 and R-+ oo, we obtain 2I + n (a-~)= 0, 
whence 

I= ; (~-a). D 

Example 7. Let us calculate the Fresnel integrals 
co 

I 1 = 1 cos x2 dx, 
0 

co 

I 2 = ~ sinx2 dx. 
0 

We take the contour r R depicted in Fig. 70 (n = 4). Since eizZ 
iS regular in the interior of f R• We COnclude that 

R 

J eiz• dz = ) eix• dx + J eiz' dz + ) eiz• dz = 0. (29.16) 
rR 0 OR l 

We estimate the integral ~ eizz dz. For z E C R we have z = Rei!fi. 

CR 

O~cp~n/4, so that 
1 eiza 1 = e-R' sin 2~p~ e-<4R'/:t) !fi, 

by virtue of the inequality sin 2cp~4cp/n (O~cp~n/4). Hence, 
11/'• I j eiz'dz/~R ) e-(4R'/11 )'Pdcp = 4~ (1-e-R•)-O (R-oo). 

CR 0 

Moreover, if z E l, then z = rei1l/4, so that efz' = e-r•. Whence 

R 

) ei•"dz= -ei11H 1 e-r'dr. 
I 0 

The reader must know from the course of analysis (e.g. see Kud­
ryavtsev {1]) that 
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If in (29.16) we go over to the limit as R-oo, we obtain 

r ei""dx=etn/4 ~n. (29.17)-
0 

Separating in (29.17) the real and imaginary parts, we find that 

r cos x2 dx = r sin xz dx = ~2n . 0 
0 0 

00 

29.4 Integrals of the type I= ) :xa.-tR (a:) da: We will con­
o 

sider integrals of the type 
00 

I= \ :x;a-1R (x) dx, 
0 

(29.18) 

with a a noninteger and R (x) a rational function. (The case where a is 
an integer is considered in Sec. 29.6) The integral (29.18) is the 
Mellin transform of R (x). This transform is widely used in mathe­
matical physics and analytic number theory. 

Integral (29.18) has a finite value if and only if R (z) has no poles 
on the semi axis (0, +oo) and 

lim I z Ia R (z) = 0, lim I z Ia R (z) = 0. (29.19) 
z~o z...,.oo 

We can assume that point z = 0 is neither a pole nor a zero for 
R (z). 

Under this assumption concerning the behavior of R (z) at zero 
the first condition in (29.19) is met if and only if a is positive. 
Let us now turn to the second condition in (29.19). Note that for 
R (z) the following asymptotic formula is valid: 

R (z)""' Afzh (z- oo, A =1= 0, k is an integer), (29.20) 

and therefore the second condition in (29.19) is met if and only if 
k- a is positive. Thus, the integral (29.18), where R (z) is a ration­
al function of z without any poles on the real semiaxis [0, +oo) and 
such that R (0) =1= 0, has a finite value if and only if 0:::::;; a:::;;; k, 
where k is determined by the asymptotic formula (29.20). All this 
implies that R (z) -0 as z-oo. 

To employ the theory of residues in calculating (29.18), we con­
tinue the integrand analytically into the complex plane. Suppose D 
is the complex z plane with a cut along [0, +oo ). In D we isolate 
the regular branch h (z) of za-l that is positive on the upper bank of 
the cut; we denote this branch by za-1, so that h (z) = za-t. 



240 Residues and Their Applications 

In this domain we have z = retiP, where r = I z 1. <p = arg z, 
() < <p < 2n, and hence, 

h (z) = za-1 = (reiiP)a-1 = ra-lei (a-1) ~~>, 0 < <p < Zn. 

<On the upper bank <p = 0, so that 

h (x + iO) = h (x) = x'-'-1 >0 (x >0) . 

. But if point x lies on the lower bank, i.e. z = x~ = x - iO (x > 0), 
then <p = 2n and h (x - iO) = h (;) = xa-lei2ll(a-I>, or 

h (x) = h (x)ei2.r~a, h (x) > 0 (x > 0). 

'We introduce the notation f (z) = h (z) R (z) = za-l R (z). Then 

Y f (;) = h (;;) R (x) and 

X 

~ 

f (x) = ei2ll(& f (x). (29.21) 

Let us show that (29.18) 
obeys the following formula: 

(29.22) 

Fig. 72 where the sum is taken over 
all the poles of R (z). 

Let us consider the contour r p,R (Fig. 72) consisting of the 
-circles C P: I z I = p and C R: I z I = R and the segments [p, Rl and 
{R, pl. which lie on the upper and lower banks, respectively. Sup­
pose R > 0 is so large and p >0 so small that all the poles of R (z) lie 
inside r p,R· By the residue theorem (Theorem 1 of Sec. 28), 

lp,R= J f(z)dz=2ni ~Res (za-1R(z)), (29.23) 
r z=zll. 

p, R 

where the sum is taken over all the poles of R (z). 
On the' other hand, lp,R is equal to the sum of four integrals: 

R P 

lp,R= J f(x)dx+ J t(;)dx+ J f(z)dz+ J f(z)dz. (29.24) 
p R Cp CR 

Let us show that the integrals along C P and C R tend to zero as 
.p-+ 0 and R-+ oo. This follows from 
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Lemma 3 Suppose M (p) =' max I f (z) I, where C 11 is the circle 
z e c11 

lz I =p. If pM(p)--+0 as p--+0 and RM(R)--+Oj as R--+oo, 
then 

J f(z)dz--+0 (p--+0), 
cP 

\ f(z)dz-+0 (R-oo). 
CR 

Proof. These relationships follow from the estimate 

I j f(z)dzJ~M(p)2np. 
cP 

The hypothesis holds for the integrals in C 11 and C R in (29.24). 
Indeed, 

M (p) =max I za.-lR (z) I= pa- 1 max I R (z) 1. 
zEC11 zEC11 

and from (29.19) it follows that pa. max I R (z) I --+ 0 as p -+ 0 
z E Cp 

and, hence, pM (p)--+ 0 as p--+ 0. The fact that RM (R)--+ 0 as 
R --+ oo can he proved, similarly. 

Now, if in (29.23) we go over to the limit asp --+ 0 and R--+ oo and 
then use (29.21), we obtain 

I- ei2na.J = 2ni ~ Res (za.-1 R (z)). 

which leads to (29.22). 
Example 8. Let us evaluate the integral 

r a.-1 
I= j ;+1 dx, O<a< 1. (29.25) 

0 

Here R (z) = 1/(z + 1), I z Ia. I R (z) I"' 11 I z 11 -a. --+0 as z--+ 
oo, since a< 1. Moreover, I z Ia I R (z) I.-. I z Ia--+ 0 as Z-+ 0, 
since a > 0. Thus, conditions (29.19) are met, and (29.22) yields 

I= 2:-ti 
i-ei2na 

Res f (z), 
z=-1 

wheref(z)=za.-if(z+1). Moreover, Res f(z)=zt:X.-llz=-1=ei(a.- 1>n, 
z=-1 

since <p=(arg z)z=-1 =Jt. Thus, Res f(z)= -eia.n, whence 
z=-1 

2n: i . ( e ia.TI_ e- ian ) - 1 
I= . (- e'a.11) = n . 

t-e'2na 2t ' 

16-01641 
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i.e. 

I =-,--:n:-
sin art • 0 (29.26) 

Remark 3. Let us take the integral (29.25) as a function of para­
meter a:, i.e. I = I (a). This integral is uniformly convergent at 
e < a < 1 - e, where e is positive, so that I (a) is continuous for 
0 < a < 1 and formula (29.26) is valid. The right-hand side of 
(29.26) is regular in the entire complex a plane with points 0, +1, 
+2, ... deleted. Hence, (29.26) gives the analytic continuation of 
(29.25) from the (0, 1) interval into the complex a plane with points 
0, +1, ±2, ... deleted. 

Example 9. Let us calculate 

1 
Here R (z) = (i+zz)z 1 I z Ia I R (z) I"" 1/i..i 11'-et-+0 as Z-+ oo 

since a:< 4, and I z 1~ I R (i) I,...., I z la-+O as z-+Osince a> 0. The 
conditions in (29.19) are met, and formula (29.22) yields 

2:rti 
I= ·~ [Res f (z) +Res f (z)], 

i-e' na z=i z=-i 

where f (z} = zcx-l R (z). The function R (z) has second order poles 
at points i and -i. According to (28.8}, we have 

rz-1 , 

Re~ f(z)= [ (z+·J• J _ .. 
z=t z t z-1. 

At this point the reader will recall the formula for the derivative 
of a power function (Sec. 22): (z~)' = ~z~!z. Using this formula, 
we can write 

where (zcx-t)z=i=ei(cx-i)n:/2. Hence 

Res.f(z)= i(a-2) ei(a-l)n:/2= a- 2 eia.JTf2. 
z=i 4 /i 

Similarly, we find that 

Res f (z) = a-2 ei (3!2) an. 
z=-i 4 
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The final result is 

I= 2n.i c:t-2 (ei(nf2)a+ei(3/2)na) 
i-e1211a 4 

=n {eia:rt_e-icm)-1 2-CL ei(:t/2)a+e-i(:rt/2)a 

2i 2 2 

n (2- ct) cos (ctn/2) 
2 sin an t 

or 

I= n(2-ct) D 
4 sin (ctn/2) · 

1 

29.5 Integrals of the beta-function type I= ~ { 1 ~ :c ) a R (z) dx 
0 

Here we will consider integrals of the beta-function type 
1 

I= ~ { 1 x x t R (x) dx, (29.27} 
0 

where a is a noninteger, and R (x) is a rational function. (The case 
where a is an integer will he considered in Sec. 29.6.) We will assume 
that R (z) has no poles in the segment [0, 1] and that -1 < a < 1. 
Then the integraJ(29.27) has a finite value. 

Note that we can reduce (29.17) to (29.18) by introducing a new 
variable, y = x/(1 - x). However, in many cases it is more conveni­
ent to employ the theory of residues when calculating..._{29.27). T<> 
this end we continue the integrand analytically into the complex 
plane. 

Suppose D is the complex z plane with a cut along the segment 
[0, 1] (Fig. 73). In this domain we isolate the regular branch h (z} 

of ( i ~ z r that is positive on the upper hank of the CUt. If Z = X + 
iO (0 < x < 1) is a point on the upper bank, then 

h (X+ iO) = h (X)= ( f X X r > 0 (0 <X< 1). 

Let us find h {X) = h (x - iO), 0 < x < 1, where x = x - iO is 
a point on the lower hank of the cut. We have (see Example 16 in 
Sec. 24) 

h (z) = 11 z z jlZ eia ((1'1-<r•>, 

where <p1 = Ay arg z and <p 2 = Av arg (z - 1), with i' a curve that 
connects a point on the upper bank of the cut with a point z ED 
16* 
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-(Fig. 73). If z = x = x - iO (0 < x < 1), then 4J1 = 2n, 'Pz = 0, 
and 

h (;) = ei2l"la ( i~X r = ei21HXh (X). 

We introduce the notation I (z) = h (z) R (z). Then 1 (z - iO) = 
ei2na 1 (x + iO), or 

I(;) = ei2:rca I (x), 

where 1 (x) coincides with the integrand in (29.17). 
Let us prove that the integral (29.27) can be expressed thus: 

I= 1 ~;;i2:rca ( ~ ~~s I (z) + ~!! I (z)), 
k=1 k 

(29.28) 

where z1 , z2 , ••• , Zn are all the finite poles of R (z). 
To prove the validity of (29.28), we take a contour r P in the form 

y 
z 

1 X 

Fig. 73 

of a dumbbell (Fig. 74). This contour consists of the circles C P: 
I z I = p and C~: I z- 1 I = p and the segments l1 : p ~ x~ 1 - p 
and l2 : p ~ x~ 1 - p lying, respectively, on the upper and lower 
hanks of the cut. By the residue theorem (Theorem 2 of Sec. 28), 

n 

lp=) l(z)dz=2ni(~ Res l(z)+Res f(z)), 
z=zk z=oo 

rP k=1 

(29.29) 

where p is so small that all the poles of R (z) lie outside of the dumb­
bell. 

On the other hand, 
1-p p 

IP = J f (z) dz+ J I (x) dx+ J f (z) dz+ ) f {:r) dx. (29.30) 
cP P c~ t-p 

We estimate the integrals along C P and Cj,. By hypothesis R (z) is 
regular at point z = 0 and, hence, I R (z) ] ~ M for small values of 
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I z 1. Moreover, I h (z) I = I z 1"/11 - z Ia~ M 1 I z Ia for small 
values of I z 1. Whence, if z E C P' then I I (z) I = I h (z) I I R (z) I~ 
MM1pa, so that M (p) = max I I (z) I ~ M 2pa. Consequently, 

z e cP 

X 

Fig. 74 

pM (p} ~ M 2p1 •a-+ 0 asp-+ 0, since 1 +a > 0. By Lemma 3, 

) f (z) dz-+ 0 (p-+ 0). We can similarly prove that the integral along 

Cp c; tends to zero asp-+ 0. Going over in (29.29) to the limit asp-+ 0, 
we obtain 

n 

(1- ei2na) I= 2ni ( ~ Res I (z) +Res I (z)), 
k=! z=zk z=oo 

which yields (29.28). 
Now we have to find the residue at point z = oo, assuming that 

R (z) is regular at this point, i.e. 

R (z) = c0 + c_1 + c_; + ... , I z I> R. 
z z 

We expand h (z) = ( 1 ~ zr in a Laurent series about z = oo. We 

have (see Example 17 in Sec. 24) h (z) = h (oo) g (z), where 

g (z) = ( 1 -+}-a= 1 + ~ + ... 

is regular at point z = oo, g(oo) = 1. Here h (oo) = eia(<p,- <rz>, 
'PI = Ll,, arg z, <p 2 = Ll,, arg (z - 1), and "'1'1 is a curve that con­
nects a point on the upper bank of the cut with a point x0 > 1 on 
the real axis (Fig. 74). Since 'PI = 0 and <p 2 = -n, we can write 
h ( oo) = e ian. Hence, 

I (z) = h (z) R (z) = h ( oo) g (z) R (z) 

= ian { + cuo+c-t + ) e Co z • • • ' lz I >R, 
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whence 
Res f (z) =- eimx (r:u0 + c_t). 
z=oo 

In particular, if point z = oo is a first order zero for R (z), i.e. c0 = 
0 and c_1 =I= 0, then 

(29.31) 

Remark 4. The above method of evaluating integrals of the type 
(29.27) can be applied without any modifications to integrals of the 
type 

b 

\ ( x-a )a 
I= . b-x R (x) dx, 

a 

where R (x) is a rational function, and -1 < a < 1, a =1= 0. 
In this case we have 

Resf(z)= -ehrr[ac0 (b-a)-t-c_1], 
t=oo 

since 

( z-a)or. . { a)or.( b)-a . b-z =etan 1--z 1-z- =etor.n 

Example 10. Let us evaluate the integral 
1 

I-f (-x-)a.~ -1<a<1. - J 1-x x+1 ' 
0 

The function R (z) = 1/(z + 1) has only one (simple) pole, at point 
z = -1. Formula (29.28) yields 

I_ 2ni (Res f (z) +Res f (z)), 
- 1-ei2rror. z=-1 z=oo 

where f(z)=h(z)R(z)= ( i~z r z~i. We have 

z~~s1 f(z)=h(-1)= ( 1~z )~-1' 
where h ( -1) = 2-or.eior. (.-p,-cp,), cp 1 = n and <p 2 = 0. Hence, 

Res f (z) = 2-or.eirror.. 
z=-1 

Since R (z)=_!_-~+ ... , we obtain, via (29.31), z z 

Res f (z) = -:- eiaot. 
z=oo 
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This yields 

Example 11. We wish to evaluate the integral 
1 --

/ =) v 1 
X X (x~2)2 • 

0 

Point z = oo is a second order zero for R (z) = 1/(z + 2)2, while 
h (z) = (z/(1 - z)}-112 is regular at this point. Hence, point z = oo 
is a second order zero for f (z) = h (z) R (z) and therefore Res f (z) = 

z=oo 
0 (see Sec. 28.3). 

Formula (29.28} yields I = ni Res f (z), since a = -1/2. 
z=-2 

We have Hes f (z) = h'(-2), where h (z) = (1/z- 1)112 • Using 
z=-2 

Example 25 in Sec. 24, we find that 

I [ 1 ( 1 )'] 1 h (- 2} = 2h (z) z -i z=-2 = - 8h ( -2) ' 

where h(-2)=V3/2ei(-1/2l<P, cp=n. Hence, h(-2)= -iV3!2 

and Res f (z) = - i/4 V6. From this we find that l = n/4 V6. 0 
z=-2 

Example 12. Let us evaluate the integral 
1 

I =~ V<t-x)(1+x)3 d 
1 I 2 x, -,x 

-1 

In the complex z plane with a cut along [ -1, 1] we isolate the 
regular branch of ,Y (1 - z) (1 + z) 3 that is positive on the upper 
bank of the cut and denote it by h (z), so that h (x + iO} = h (x) = 
V (1 - x) (1 + x? > 0, -1 < x < 1. Then h (;) = h (x -
iO} = e3"i12h (x) = -ih (x} is the value of h (z) on the lower bank 
of the cut (see Example 16 of Sec. 24). 

We introduce the notation R (z) = 1/(1 + z2), f (z) = h (z)R (z), 
and consider the contour r (Fig. 75) consisting of the segments 
[-1, 1] and [1, -1]lying on the upper and lower banks of the cut, 
respectively. By the residue theorem (Theorem 2 of Sec. 28), 

1 -1 

) f (x) dx + ) f {7c) dx = 2ni (~,:; f (z) +z~~~ f (z) + ~': f (z)), 
-1 1 

where f (;) = - if (x). Let us find these! residues. Here 
Res f (z) = (h (z)/2z)z = ±i· To find the values of the power function 
z= ±i 
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h (z) at points i and -i, we must first calculate 'f!\k) = L\ 11 arg(z- 1) 
and 'f!~k) = A...,k arg (z + 1), where the '\'k (k = 1, 2)k are curves 

X 

Fig. 75 

that connect point 0 + iO with points i and -i, respectively 
(Fig. 75). We have 

h (i) = 1 h (i) 1 e<i' 4' <cpf1'+ 3"'~1), 

where h (i) = V2. 'f!ill= - n/4, cr!t = n/4 (Fig. 75), h (i) = 
V2 ehrfS, and 

Res f (z) = -~ ein!B. 
z=i y2 

Similarly, h (- i) = V2e<i 14' <CJi2 '+Scp~2 ' = V2ei (11/8) n (Fig. 75) and 

Res f (z) = __ i- ei (3/8) n. 
Z=-i V2 

Now let us find the residue at z = oo. We have 

hi (z) = h ~z) =ht (oo) ( 1 -+) 1/4 ( 1 ++ )3/4 

= hd oo) ( 1 + ;z -; . . ) , 
where h1 ( oo) = ei (t/4l <cpp>+aq;~ 3 '>, rp~3 ' =A...,, arg (z- J ), 1f!~3 ' = 
Av. arg(z + J), and y3 is a curve connecting point 0 + iO with a 
point x0 > 1 (Fig. 75). Here 1f!~ 3 ' =-nand 1f!~ 3 ' = 0. Consequently, 
h1 (oo) = e-i (rr/4) and 

h(z)=e-i(rr/4) (z+ ~ + ... ). 
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Moreover 
1 1 

R (z) = 2'"- -~ + ... , I (z) = h (z) R (z) z z 

=e-in/4 (...!_+_1_+ ) 
z 2z2 • • • ,. 

whence 
Res 1 (z) = -e-i:.J4. 
z=oo 

The final result is 

(1 + i) I= V2n (ein/8 + ei3:r;s -112 ei:./4), 

which yields l=nV2(~'2cos ~ -1). 0 

Example 13. Let us evaluate the intPgral 
1 

__ \' V x (1-x)3 

[ __ . (1-t-x)a dx. 
0 

Suppose h (z) is the regular branch of V z (1 - z)3 that in the com­
plex z plane with a cut along [0, 1] assumes positive values on the 
upper bank of the cut, i.e. h (x + iO) = h (x) = V x (1 - x)3 · > 0, 
0 < x < 1. Then h (x- iO) = h (;) = ih (x). We write j (z) = 
h (z) R (z), with R (z) = 1/(1 + z)3 • We have -f (x) = f (x - iO) = if (x). 

By the residue theorem (Theorem 2 of Sec. 28), 
1 0 

~ f (x) dx + .\ f (;) dx = (1- i)l = 2ni (2~e~ f (z) + ~e! f (z)). 
0 1 -- -

Let us calculate the two residues. Since point z = oo is a second or­
der zero for f (z) (R (z),.... 1/z3 and h (z),.... Az as Z--+ oo), we can write 

Res I (z) = 0. 

Point z = -1 is a third order pole for f (z) and, by virtue of (28.8),. 
1 we have Res f (z) = 2:h" (-1), with h" (-1) = -3 X 8-7; 4 ein;4 

z =-I 
(see Example 25 in Sec. 24), i.e. 

Res f (z) = - ~ 8-i/4ein/4. 
z=-1 
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The final result is e-in/4 I = - 3:n:8-7/ 4 iei:rr/4 , which yields 

I= 3:n: v2/64. o 
00 

29.6 Integrals of the type I= J xa-t (In x)"'R (x) dx Let us 
0 

eonsider integrals of the type 
. 00 

I=) xa-1 (ln x)mR (x) dx. (29.32) 
0 

Here a is a real number, m a positive integer, and R (x) a rational 
function of x. We will assume that R (x) satisfies the same conditions 
.as specified in Sec. 29.4. Then the integral (29.32) has a finite value 
if and only if conditions (29.19) are met, since the factor (ln x)m does 
not change the convergence of (29.32). 

Note that the integral (29.32) can be obtained from (29.18) by 
differentiating with respect to parameter a. Indeed, 

00 00 

d~ ~ xrx-1R (x) dx= .\ xa-1 ln xR (x) dx. 
0 0 

Differentiating (29.18) m times with respect to a, we arrive at 
(29.32). 

Another way to evaluate (29.32) is to apply the residue theory 
directly. SupposeD is the complex z plane with a cut along [0, +oo) 
and h (z) = za-1 is the regular branch of za-1 in D (Sec. 29.4) that 
is positive on the upper bank of the cut. We fix the logarithm's regu­
lar branch that assumes real values on the upper bank of the cut 
and denote it by ln z. Then in D we have 

ln z = ln I z I + i arg z, 0 < arg z < 2n. 

On the upper bank, z = x + iO (x > 0), arg z = 0, and 

In (x + iO) = ln x. 

On the lower bank, z = x- iO =; (x >0), arg z = 2:n:, and 

ln (x - iO) = ln x = ln x + i2n. 

We introduce the notation f (z) = h (z) (ln z)m R (z) = za­
{ln z)mR (z). Then f (x + iO) = f (x) = xa-l (ln x) mR (x) is the 
integrand in (29.32), while 

f (x- iO) = f (~) = ei2 :rraxa-1 (ln x + 2:n:i)mR (x) 

is the value off (z) on the lower bank of the cut. 
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Consider the integral 

1 p. n = ) f (z) dz, 
rp, R 

(29.33) 

where r p,R is the contour depicted in Fig. 72. Then, by Lemma 3, 
the integrals along C R and C P tend to zero as R- oo and p- 0. 

Just as in Sec. 29.4, we have 

00 1 [f (x)- f (;)] dx = 2ni ~ ~~! f (z), (29.34) 

where the residues are taken at all the poles of R (z). 
Let us consider two cases. 
(1) a is a noninteger. Then the left-hand side of (29.34) contains 

00 

I (1 - eiz:ra ), as well as (at m > 1) integrals of the type ) xcx-l X 

0 
(ln x) 8 R (x) dx, where 0~ s~ m - 1. For instance, at m = 1 
(29.34) yields 

00 " 

(1-ei2:tcx)J-2niei2mx) xll.-1R(x)dx=2ni ~Res (zcx-1R(z)lnz), 
0 k=1 z=zk 

(29.35) 

where z1 , z2 , ••• , Zn are all the poles of R (z). From (29.35) we ean go 
00 

over to I and \ xcx-l R (x) dx. 
0 

(2) a is an integer. Then (29.32) has the form 

00 

l= J (lnx)mR(x)dx, 
0 

(29.36) 

with R (x) a rational function. In this case the integrand in (29.33) 
is (In z)m+1R (z) instead of (ln z)m R_(z). Indeed, iff (z) = (ln z)m R(z), 

then f (x) = (In x)m R (x) and f (x) = (In x + 2ni)mR (x), and for­
mula (29.34) does yield the sought-for integral. 

But if R (z) is an even function, then we ean take f (z) = 
(ln z)mR (z) as the integrand when ealculation (29.36) via resi­
dues; the integration path in this CaSe iS the COntour r p.R depieted 
in Fig. 71 (see Example 15 below). 
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Example 14. Let us evaluate the integral 
00 

I - \ -1/2 l dx - J x n x (x+ 1)2 • 
0 

Conditions (29.19) are met (a = 1/2 and k = 2), and (29.35) yields 

r -1/2 
21+2ni I x 2 dx=2ni ~esf(z). 

• (x+1) l--1 
(29.37) 

0 

Since point z = -1 is a second order pole for f (z), we can write 

Res f(z)=(z-1/ 2 lnz);=_ 1=rL(-J...) z- 112 lnz+J...z-1/2] , 
z=-1 2 z Z z=-1 

where (z- 112)z=-1=e-in/2=---i, and (lnz)z=-t=in. Hence, 

Res f(z)= ~ +i. 
z=-1 

Equating in (29.37) the real and imaginary parts in the left- and right­
hand sides, we find that 

r X- 1/2 Jt 

I= -n, .I (x+i)2 dx=2· 
0 

Example 15. Let us evaluate the integral 
00 

I=.\ a>O. 
0 

0 

We take the contour f p,R depicted in Fig. 71. Consider the integral 

lp, R = \' f (z) dz = 2ni R~s f (z), 
I' • z=•a 

p. R 

where I (z) = ~~ 2 is the regular branch of the logarithm that 
z , a 

assumes positive values at z = x > 0. The integrals along the 
semicircles C P and C R tend to zero as p -+- 0 and R-+- oo, since 

I I (z) I < M 1 I ln p I (z E C p) and I f (z) I < M 2 In; (z E C R). 

H R ( ) ( In z ) In a + in/2 G . 
ere z = ei~ f z = ~ z = ia = 2ai • omg over to the 

limit asp-+- 0 and R-+- oo and hearing in mind that 
0 00 00 

) / (x) dx = J 1: 2x:ai~""£ dx =I+ in .\ -x•2•~.,...x•a2•, 
-oo 0 0 
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we obtain 
00 

21 + in \' x2 ~ a2 = : ( In a + i ~ ) , 
0 

whence 

I=~ In a. D 

The method we have just discussed makes it possible to evaluate 
integrals of the type 

b 

I= J [In ( : : )Jm R (x) dx, (29.38) 
a 

where a and b are real numbers (a< b), and m is a nonnegative 
integer. 

Suppose m = 0, a= 0, and b = oo. Then (29.38) takes the form 
00 

I= J R (x) dx, 
0 

where R (x) is a rational function that satisfies the conditions stated 
in Sec. 29.4. If R (x) is an even function, then 

co 

I= ~ J R (x) dx, 
-co 

and we can evaluate the integral by the method described in Sec. 29.2. 
But what happens if R (x) is not an even function? Then we must 

consider the integral 

lp,R= S lnzR(z)dz, 
rP: R 

where r p.R is the contour depicted in Fig. 72, and In z is a regular 
branch of the logarithm. 

Example 16. Let us evaluate the integral 
co 

I= J (xSd~ 1)~ 
0 

Here R Jz) = 1/(z3 + 1)2 , I (z) = R(z) In z, I (x) = (In x)l(x3 + 1)2, 

and f (x) = f (x) + 2nil(x3 + 1)2 • In view of (29.34) we have 
3 

I= - ~ Res f ( z), 
k=1 7=lk 



254 Residues and Their Applications 

where Z~t = e< 2k+1)il"l/3 , k = 1, 2, 3. Since point z1 is a second 

f In z 
order pole or f (z) = ( )2 ( ) 2 ( ) 2 , we can write z-z1 z-z2 z-z3 

[ lnz J' Resf (z) = 2 z 
z=z 1 (z- z2) (z- zs) z=zs 

1 2 [2z1 -(z2 +z3 )] In z1 

Zt (z1- z2)2 (zr- z3)2 (zr- z2)3 (z1- z3)8 • 

Using the formulas In z1 = i:n, (z1 - z2) (z1 - z3) = (z3 + 1);=z,= 
3zi, zf = - 1, and z1 + z2 + z3 = 0, we find that 

Resf(z)= ~ (1-2:ni). 
z=zs 

Similarly, if we take into account that In z2 = (5/3) :ni and In z3 = 
(:n/3) i, we find that 

!~~f(z)= ~ (1- ~ :ni), ~~f(z)= ~ (1-+:ni). 
The final result is 

ni ( 10 2 ) 4n y3 
I= 9 2z1 + 3 z2 + 3 z3 --:- --;zr- . Cl 

Now let us turn to (29.38). By introducing a new variable, 
y = (x - a)/(b - x), we can rewrite (29.38) 

CIO 

I= ~ R (x) (In x)m dx. 
0 

In conclusiop. we note that other types of integrals that can be 
evaluated by using the theory of residues can be found in Evgra­
fov et al. [1] and Lavrent'ev and Shabat [1]. 

Here is another example. 
Example 17. Let us evaluate the integral 

CIO I e-ax2 cos bx dx, a> 0. 
0 

Suppose r R is the boundary of a rectangle with its vertices at 

R R b. 
z, =- ' z2==- + 24 ~. 

with R > 0. Consider the function 
f (z) = e-az2, z = x+ iy. 
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By Cauchy's integral theorem 

) e-az2 dz = 0. 
rR 

On the segments Izl' z2 ] and [z~, z3 ] we have 

-aR2+£ If (z) 1 = e-a(R2-y2)~e 4a2. 

(29.39) 

Hence, the integrals of f (z) along these segments tend to zero as 
R-+ oo. If z E [z 2 , z3 ], then 

( b )2 b2 
f (z) = e -a x+i 2a = f (x) e4a -ibx' 

and we can rewrite Eq. (29.39) as 
R b2 R 

) e-ax2 dx- e<a ) e-ax2-ibx dx +a (R) = 0, (29.40) 
-R -R 

where a (R)-+ 0 as R-+ oo. Since 

f e-ax2 dx=~ r e-t2dl=. /n' 
j va.l v a 

-oo 0 

we find that, going over to the limit in (29.40) and isolating the 
real parts, we obtain 

00 - b2 
~ e-ax2 cos bx dx = + V : e- 4a. 0 
0 

30 The Argument Principle and Rouche's Theorem 
30.1 The argument principle 

Theorem 1 Suppose a function f (z) is regular in a domain G 
except, perhaps, at its poles and suppose a domain Dis a simply connect­
ed, bounded domain that lies together with its boundary r in G. 

If f(z) has not a single zero or pole on r, then 
1 r !' (z) 

Zni J 'j"(;)dz = N -P, (30.1) 
r 

where N is the number of zeros and P is the number of poles off (z) 
in D, each counted according to their order. 

Proof. Note that f (z) may have only a finite number of poles 
in D, since otherwise there would be a limit or accumulation point 
of poles (a nonisolated singular point) in G. The number of zeros of 



256 Residues and Their Applications 

j (z) in D must also be finite, since otherwise there is a limit or 
.accumulation point of zeros of f (z) in G and, hence, f (z) = 0 in D, 
by the uniqueness theorem. 

Only the zeros and poles of f (z) can be the singular points of the 
integrand F (z) = f' (z)lf (z), and, according to the residue theorem 
(Sec. 28), the left-hand side of (30.1) is equal to the sum of the 
residues at all the zeros and poles of f (z) that lie in D. 

Suppose point z = a is a zero for f (z) of order n. Then 

f (z) = (z- a)ng (z), 

where g (z) is a function regular at point a, g (a) =1= 0. Hence, 

F (z) __ !' (z) -,- n + g' (z) 
- /(i) -- z-a g (z) ' 

which yields Res F (z) = n, i.e. the residue of F (z) at a point 
z=a 

z = a that is a zero for f (z) is equal to the order of the zero. 
Similarly, if z = b is a pole of f (z) of order p, then 

I (z) = (z - b)-Ph (z), 

where h (z) is a function regular at point b, h (b) = =I= 0. Hence, 

-p , h'(z) 
F(z)= z-b -ThW' 

which yields Res F (z) = -p, i.e. the residue of F (z) at a point 
z=b 

z = b that is a pole for I (z) is equal to the order of the pole taken 
with the minus sum. 

Thus, the left-hand side of (30.1) is equal to the difference be­
tween the sum of the orders of the zeros of I (z) and the sum of the 
orders of the poles of f (z). The proof of the theorem is complete. 

Remark 1. Formula (30.1) remains valid for a multiply connected 
domain. 

Corollary Under the conditions of Theorem 1 we can rewrite (30.1) 
thus: 

1 
2n !!pargf(z)=N-P. (30.2) 

Here !!r arg f (z) is the variation of the argument of f (z) when r is 
traversed once in the positive sense. 

Proof. By hypothesis, f (z) is regular in a neighborhood of r and 
f (z) =1= 0 on r. Hence, f (z) =1= 0 in a neighborhood of r, and in this 
neighborhood we can isolate an analytic branch of In f (z). Since 
[In f (z)l' = f' (z)l f (z), we can write 

1 i f' (z) 1 J 1 
2--: - 1 () dz=-2 . d(lnl(z))=-2 .!!rlnf(z), nt z nt Jtt 

(30.3) 
r r 



The Argument Principle 257 

where dr ln f (z) is the variation of ln f (z) when r is traversed once 
in the positive sense. But ln f (z) = ln I f (z) I + i arg f (z), where 
ln I f (z) I is a single-valued function and hence dr In I f (z) I = 0. 
This means that 

dr In I (z) = idrarg I (z), 

and (30.3) yields 
1 (' f' (z) 1 

2rti J fTz) dz = 2n dr arg I (z), 
r 

which, by virtue of (30.1), leads to (30.2). 
Equation (30.2) is known as the argument principle. According 

u 

Fig, 76 

to (30.2), the difference between the number of zeros and the number 
of poles of 1 (z) inside r is equal to the variation of the argument of 
1 (z) as r is traversed divided by 2n. (This is true if I (z) is regular 
inside r and on r, except at a finite number of poles, and does not 
vanish on f.) 

Remark 2. Equation (30.2) remains valid for the case where I (z) 
is regular in D, except at finite number of poles, and is continuous 
up to the boundary f of D. 

For instance, if I (z) has no poles in D (i.e. P = 0), Eq. (30.2) 
assumes the form 

1 
2n drarg l(z)=N. (30.4) 

What is the geometrical meaning of dr arg I (z)? Suppose f' is the 
image of r (Fig. 76) obtained as a result of the mapping w = 1 (z). 
As point z traverses the closed contour f completely, the correspon­
ding point in the w plane traverses f'. The variation of the argument 

17-01641 
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of f (z) on r is determined by the number of complete revolutions 
that vector w does when point w traverses f'. If vector w performs 
not a single complete revolution about point w = 0, the variation 
.1r arg f (z) = 0. 

30.2 Rouchc's theorem To find the number of zeros of a ratio­
nal function in a given domain we often use the following 

Theorem 2 (Bouche's theorem) Let f (z) and g (z) be regular in 
a simply connected, bounded domain D and on its boundary r, and 
suppose that 

I I (z) I > I g (z) I (30.5) 

on r. Then f (z) and F (z) = f (z) + g (z) in D have the same number 
of zeros, counted according to their order. 

Proof. In view of (30.5), f (z) =1= 0 for all z E r. In addition, 
I (z) =I= 0 on r, since IF (z) I ~I I (z) I- I g (z) I >0. Suppose N F 

and N 1 is the number of zeros in D ofF (z) and f (z), respectively. 

v 

u 

Fig. 77 

By (30.4), 
1 

N F = Zn .1r arg F (z). (30.6) 

Since I (z) =1= o on r, for z E r the 
relation 

F (z) = f (z) + g (z) = f (z)[ 1 + ~ ~:i] 
implies 

.1r arg F (z) = .1r arg f (z) 

+ .1r arg ( 1 + ~ ~;~ ) . (30. 7) 

Let us show that the second term on the right-hand side of (30. 7) is 
zero. Indeed, when point z traverses f, point w = 1 + g (z)lj (z) 
traverses the closed curve f' (Fig. 77) lying in the circle I w -1 I < 1, 
since by virtue of (30.5) we can write I w - 1 I = I g (z)/f (z) I < 1 
for z E r. Consequently, vector w, whose terminal point traverses f', 
performs not a single complete revolution about point w = 0 and, 
whence, .1r arg (1 + g (z)lj (z)) = 0. Thus, (30.6) and (30.7) imply 
that NF = N£ 

Example 1. et us find the number of roots of the equation 

z• - 6z4 + 3z - 1 = 0 

in the circle 1 z I < 1. We introduce the notations I (z) = - 6z4 

and g (z) = z9 + 3z - 1. If z E r: I z I = 1. then 

1 I (z) I = 6, I g (z) I -<: I z 19 + 3 I z I + 1 = 5, 
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whence If (z) I > I g (z) I for z E r. By Bouche's theorem, the num­
ber of roots of the initial equation in the circle I z I < 1 coincides 
with the number of roots of the equation f (z) = -6z4 in this circle, 
i.e. is equal to four. 0 

Example 2. Let us prove that the equation 

z + /... - ez = 0, /... > 1, (30.8) 

has only one (and real) root in the left half-plane, Be z < 0. 
Let us take a closed contour consisting of the semicircle C R: 

I z I = R, Be z~ 0 and the segment l: [-iR, iR]. We put f (z) = 
z + /... and g (z) = - ez. On l we have I f (z) I = I /... + iy I > 
'A > 1 and I g (z) I = I eiY I = 1. On the semicircle C R at 
R > /... + 1 we have 

I f (z) I~ I z I - A. = R -'A > 1, I g (z) I = I e"'+iY I = e• ~ 1, 

since x ~ 0. By Bouche's theorem, the number of roots of Eq. (30.8) 
in I z I< R, Be z < 0 for any R >I.+ 1 is equal to the number 
of roots of the equation z + /... = 0, or 1. This means that in the 
entire left half-plane the equation has only one root. This root is 
real because the left-hand side of Eq. (30.8) is positive (equal to 
'A - 1) for z = x = 0 and tends to -oo as x._ -oo. 0 

Remark 3. Bouche's theorem remains valid if we replace the condi­
tion that f (z) and g (z) be regular on the bomdary r of D by the 
condition that these functions be continuous up to r, while all other 
conditions remain the same. 

Bouche's theorem provides an easy method of proving the funda­
mental theorem of algebra. 

Theorem 3 (the fundamental theorem of algebra) Every poly­
nomial of degree n with complex valued coefficients has exactly n roots_ 

Proof. Suppose 

Pn (z) = a0zn + a1zn-t + ..• + an_1z +an 

is an arbitrary polynomial of degree n (a 0 =1= 0). We introduce the 
notations f (z) = a0zn and g (z) = a1zn-t + ... + an_1z +an. Then 

Pn (z) = F (z) = f (z) + g (z). 

Since lim ill= 0 there is a positive R such that 
z-+oo f (z) ' 

I g (z) I< 1 
f (z) 

(30.9) 

for all z: I z I~ R. Let r be the circle I z I = R. Since (30.9) is 
valid on r, we can write N F = N 1 (according to Bouche's theorem). 
But N 1 = n, since f (z) = aoZn has n zeros in the circle I z I< R 
(point z = 0 is an nth order zero for f (z)). Thus, the number of zeros 
of F (z) = Pn (z) in the circle I z I < R is n, i.e. the polynomial 
11* 
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Pn (z) has n zeros in this circle. Since in view of (30.9) F (z) has no 
zeros at I z I ?- R, we conclude that the theorem is indeed true. 

31 The Partial-Fraction Expansion 
of Meromorphic Functions 

Here we apply the theory of residues to the problem of partial­
fraction expansion of meromorphic functions. We start by recalling 
the notion of a meromorphic function (Sec. 19). A function is said to 
be meromorphic if it is regular in every finite part of the complex 
plane except at a finite number of poles. 

In Sec. 19 it was shown that a meromorphic function f (z) that 
has a finite number of poles in the entire extended complex plane 
(a rational function) can be represented in the form of the sum of 
a polynomial (the principal part of the Laurent expansion of f (z) 
about point z = oo) and partialJractions (the principal parts of the 
Laurent expansions off (z) about the poles off (z)). This proposition 
can be generalized to include the case of a meromorphic function 
that has an infinite (countable) number of poles in the entire extended 
complex plane. 

31.1 The meromorphic-function expansion theorem We start 
with 

Definition 1. Suppose we have a sequence {f n} of nested closed 
contours rn (rn lies inside rn+l• n = 1, 2, 0 0 .), all containing point 
z = 0 and such that 

~----c ' 1 2 ) d ::::::::: ,n = , , ... , 
n 

(31.1) 

where Sn is the length of r n, and dn is the distance between the 
origin of coordinates and curve rn (dn = inf I z j), with 

zEr n 

dn-+oo (n-+oo). (31. 2) 

We call such a system of contours regular. 
Theorem 1 Suppose all the poles zk (k = 1, 2, ... ) of a mero­

morphic function f (z) that is regular at point z = 0, are simple and 
numbered according to the order in which their absolute values do no/ 
decrease: I z1 I~ I z2 I~ ... If f (z) is bounded on a regular system 
of contours {fn}, i.e. if 

If (z) I~ M, z Ern (n = 1, 2, ... ), (31.3) 
then 

00 

f (z) = f (0) + ~ Ak { z~zk + z1k ) ' (31.4) 
k=1 
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with Ak = Res f (z). The series (31.4) converges uniformly· in every 
z=zk 

bounded domain with the poles of f (z) deleted. 
Proof. Consider the integral 

In (z)= 2~, I z/(~) dt;, _.,J ~(~-z) ' 
rn 

(31.5) 

where z E Gn (Gn is the interior of fn) and z =I= zk (k = 1, 2, ... ). 
We denote the integrand in (31.5) by F (t;,). 

The function F (s) has in Gn only simple poles: at t;, = z and 
s = zk E Gn, point t;, = 0 is either a simple pole or a regularity 
point (iff (0) = 0) for F (t;,). By the residue theorem 

In (z) =Res F (S) +Res F (S) ~ Res F (t;). (31.6) 
~=0 ~=z zkEGn 6=zk 

In view of (28.3) we have 

Res F (s) = [zf m] = -I (0), 
6=0 6-z 6=0 

(31.7) 

~~sF (S) = [zf i6)l=z = f (z), (31.8) 

Res F (S) = [~ (~ 1 ) J Res f (s) = /'~z ) . 
6=zk -z 6=zk6=zk Zk Zk-Z 

(31.9) 

Substituting (31. 7)-(31.9) into (31.6) we obtain 

In (z) = - f (0) + f (z) + ~ tkz ) , 
Zk Zk -z 

zkEGn 

which in view of the fact that ( z )= - (-1-+-1-) yields 
Zk Zk-Z Z-Zk Zk 

f(z)=f(O)+ .S Ak (z_:zk + z1k) +2~i j' 6~f(6!) dt;,. (31.10) 
zkEGn rn 

We estimate In (z). SupposeD is a bounded domain. Then there is 
a circle K: I z I < R such that D c: K. We have 

11 (z)I<.L=.ll lt<~>l ldsl 
n 2n J I ~I I 6-z I . 

rn 

llere I z I < R (z ED c: K), I s I ~dn (dn is the distance between 
I he origin of coordinates and the contour r n), I t;, - z I~ I ~ I­
I z I >dn- R, and If (s) I~ M. Hence, 

II ( )I~MR 1 S CMR 
" Z --=::2jt dn (dn-Rl n~ 2n (dn-R)' 
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since Sn ~ Cdn, in view of (31.1). This estimate and condition (31.2) 
imply that In (z)-+ 0 as n-+ oo uniformly in zED (z =I= z.~. k = 
1, 2, ... ). 

Sending (31.10) to the limit as n-+ oo yields 

.f(z)=f(O)+lim ~ A~t (-. 1-+:-.1 ). 
n-+oo ,Z-Zk Zit 

e11 EGn 

(31.11) 

We can write (31.11) in compact form (31.4) if we assume .. at sum­
mation in (31.4) is performed in the following order: first we take 
the terms with poles in the interior of rl. then we add to them the 
terms with poles lying between f 1 and r 2 , etc. The proof of the theo­
rem is complete. 

Remark 1. Theorem 1 can be generalized if we replace (31.3) 
by 

I I (z) I~ M I z lv, z Ern (n = 1. 2, ... ), (31.12} 

where p is a nonnegative integer (the other conditions of Theorem 1 

ian 
Cn n .B 

0 Un 

A .n 
} 

Dn 

Fig. 78 

remaining the same). In this case we 
have 

p-1 00 

f (z} ="' t<~t> (0) zk +" A (-1-
L.J k! LJ It z-Zit 
lt=O h=1 

(31.13) 

To prove the validity of (31.13) 
we need only apply the residue the­
orem to the integral 

1 f zPf m 
2:n:i J ~P (~-z) d~. 

rn 
31.2 The partial-fraction expansion of cot z Consider the func­

tion cot z -1/z. It is meromorphic since it has only simple poles 
at points zh = kn (k = ±1, +2, ... ) and no other finite singular 
points, and Res I (z) = 1 (see Example 5 in Sec. 28). We will 

z=kn 
now show that f (z) is bounded on the regular system of contours 
{fn}• where rn is the square AnBnCnDn (Fig. 78) centered at point 
z = 0, with sides parallel to the coordinate axes (the length of each 
side is 2an, with an = n/2 + nn (n = 0, 1, 2, ... )). 

We select a point z E CnDn. Then z =an + iy, where -an~ Y ~ 
an and, hence, 

I ( :rt } I I eY- e-Y I lcotzl= cot -y+nn+iy = ltaniyl = eY+e-Y , 
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whence 
I cot z I:::::;;; 1, z E CnDn (n = 0, 1, 2, ... ). (31.14). 

Now let z E BnCn. Then z = x +ian, where -an::::;; x:::;;;; • .. ,. a 

I e2iz+11 111+e-2a:ne2ix I 1+1'-2a;n I cot z I = = ~ ---'--;;--
e2iz_1 1-e-2ane2ix ---:::: 1-e-2a:n' 

whence 
i+e-n 

lcotzl~ -n, zEBnCn (n=O, 1. 2, ... ). (31.15) 
1-e 

Since I cot (-z) I = I cot z 1. we can write the inequalities (31.14) 
and (31.15), respectively, for the sides AnBn and DnAn on the square 
AnBnCnDn• i.e. on rn. Thus, 

I cot z I~ M, z Ern, n = 0, 1, 2, .... 

This implies that f (z) = cot z - 1/z is bounded on the system of 
contours {fn}. Moreover, f (0) = 0, since f (z) (regular at point 
z = 0) is odd. Thus, in (31.4) we can put f (0) = 0 and Ak = 1 
(k = 1, 2, ... ); consequently, 

00 

1 '( 1 1) cotz=--;-+ ~ 1 -k:rt +kit , (31.16) 
k=-oo 

where the prime on the summation sign means that k =1= 0. 
Note that there are exactly two poles in the region between r~~._1 

and r~~. that belong to f (z), namely, at zk = kn and at i'~~. =- kn. 
Combining in (31.16) the terms with these poles, we obtain 

_1_ _ _1_ , _1_ -· _1_ _ 2z 
z-k:rt f- lm 1 z +kn kn - z2-k 2n 2 ' 

Thus, we have arrived at the following formula: 
00 

1 ~ 2z cot z =- + 2 k2 2 ' z z- n 
(31.17) 

k=l 

Example 1. Let us find the partial-fraction expansions for the 
following meromorphic functions: (a) tan z, (b) 1/sin2z, and 
(c) 1/(e' - 1). 

(a) Since tan z =-cot (z- n/2), formula (31.16) yields 
00 

tanz = ------:--1 ~ - ~ ( 
z - (rr/2) LJ 

1 1 ) 
z-(:rt/2)-k:rt + z-(n/2)-k:rt 

k=t 
00 

- LJ 2k -1 I 2k- 1 l 
--~ ( 1 _L 1 ) 

k=1 z --2- n z +-2- ~t 
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whence 
00 

(31.18) 

(b) Since 1/sin2 z = - (cot z)', differentiation of the uniformly 
convergent series (31.16) results in 

00 00 

si~2 z c_-c -z\- + ~' (31.19) 
k=-00 

(c) Since 

we can combine (31.17) and the fact that coth ~ = i cot (i~) and 
obtain 

Example 2. Let us show that 
00 

1 n ( 1 ) 
2 + 2 =--2 cotha:rt-- , n a a an 

(31.20) 

00 

~ 1 1 ( n2a2 
s2= ( 2 + 2) 2 =-4 4 . h2 +nacotha:rt-2), n a a stn an 

(31.21) 
n=1 

assuming that the denominators in (31.20) and (31.21) are nonzero. 
Putting z ----:ian in (31.17), we obtain 

t . . th i 2ai co ~an= -~co an= --;m--"""Jt s1, 

from which (31.20) follows. Formula (31.21) can be found by diffe­
rentiating (31.20) with respect to a. 0 

31.3 Expansion of an entire function in an infinite product It 
is well known that every polynomial Pn (z) of degree n can be repre­
sented in the form of the product 

n 

Pn(z)=A (z-z 1)(z-z2) ••• (z-zn)=A II (z-z,), (31.22) 
k=1 

where z1 , z2 , ••• , Zn are the roots of Pn (z) (there may be multiple 
roots among them). This formula can be generalized (under certain 
conditions) so that it incorporates entire functions. The only intere­
sting cases arise when the number of roots of an entire function f (z) 
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is countable. Indeed, if I (z) is nonzero in the entire complex plane~ 
then the function F (z) = ln 1 (z), where we have taken one of the 
regular branches of the logarithm (see Example 6 in Sec. 24), is an 
entire function, with F' (z) = j' (z)/1 (z). Whence 

f. (z) = eF<'>. (31.23} 

Moreover, if an entire function 1 (z) has only a finite number of 
zeros ak (k = 1, 2, ... , s) and Pk is the order of the zero at ak, then 
<D (z) =I (z)/cp (z), where cp (z) = (z - a1)P1 ..• (z - a8)Ps, van­
ishes nowhere and, hence, can be represented in the form (31.23). 
from which we arrive at f (z) = (z- a1)P1 .•. (z- a 8 )rs en>, i.e. 

8 

f (z) = eF<z> [J (z- ak)Pk, (31.24) 
k=i 

where F (z) is an entire function. 
Now suppose an entire function 1 (z) has an infinite number of ze­

ros. We wish to generalize (31.24) so that it incorporates this case. 
But instead of finite products we will have infinite products. For­
this reason some preliminary information about infinite products 
is in order (the interested reader can refer to Bitsadze [1] and Mark­
ushevich [ 1]). 

Definition 2. The infinite product 

(31.25) 

is said to be convergent if all its factors are nonzero and there is­
a finite and nonzero limit A of the sequence of the finite products 

n 

An= l] (1+ak). 
k=i 

Note that a necessary and sufficient condition for the convergence­
of the infinite product (31.25) is the convergence of the series 

(31.26) 

where -n < arg (1 + ak)~ n, k = 1, 2, 
Definition 2. The infinite product (31.25) is said to be absolutely­

convergent if the series (31.26) is absolutely convergent. 
It is possible to show that the absolute convergence of the infinite­

product (31.25) is equivalent to the absolute convergence of the­
series 
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The concept of convergence of an infinite product can be naturally 
generalized to the case where the factors of the product are functions 
()f a complex variable. Consider the infinite product 

00 n (1 + fdz)], (31.27) 
k=1 

where the fk (z) are functions regular in a domain D. 
Definition 4. The infinite product (31.27) is said to be convergent 

in domain D if its factors (except perhaps a finite number of them) 
-do not vanish in D and if the product of the nonzero factors is con­
vergent at every point in D. 

Definition 5. The infinite product (31.27) with its factors being 
nonzero in a domain D is said to be uniformly convergent in domain D 
if the sequence of the functions 

n 

Fn(z)= 0 [1+fk(z)] 
k=1 

is uniformly convergent in D. 
If the infinite product (31.27) is uniformly convergent in D, the 

function 
00 

F(z)=limFn(z)= 11 (1+/dz)] 
n-+oo k=1 

is regular in D, by Weierstrass's first theorem (Sec. 12). 
Theorem 1 on the partial-fraction expansion of meromorphic func­

tions brings us to the following theorem on the infinite-product 
expansion of entire functions: 

Theorem 2 If an entire function f (z) is such that the meromorphic 
junction F (z) ::=o f' (z)/f (z) satisfies the hypothesis of Theorem 1, then 

00 

f (z) = f (0) eBz IT ( t - z: ) eZ/zk, 
k=i 

B = t' (O) 
f (U) 

(31.28) 

The infinite product (31.28) is uniformly convergent in each bounded 
part of the complex plane. · 

In this formula each factor (1 - z/zk)ez/zh is repeated the number 
<Jf times equal to the order of the zero zk. 

Proof. The function F (z) has simple poles at the points zk that are 
the zeros off (z) and no other poles. Then Ak = Res F (z) = nk, 

%""%1< 

where nk is the order of the zero zk off (z) (see Sec. 30). By Theorem 1, 
00 

F (z) = F (0) + ~ ( - 1- + -1 ) . 
Z-Zk Zk 

(31.29) 
k=1 
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Since F (z) = ! [ln I (z)], where we have taken an analytic branch 

of the logarithm, we can integrate (31.29) along a curve that connects 
points 0 and z and does not pass through the zeros of I (z) and obtain 

00 

ln f (z) -In f (0) = F (0) z + ~ [In { 1 - z: ) + z: J. (31.30) 
k=1 

Finding the antilogarithm of (31.30), we obtain 
00 

f (z) =I (0) eF(O)z IT { 1 - z: ) ez/zk' 
1!=1 

where F (0) = f' (0)/f (0). The proof of the theorem is complete. 
Remark 2. Under the conditions specified in Remark 1 formu­

la (31.28) is replaced by 
00 

f (z) = eg(z) II { 1 - :k ) ehk(z), 

k=l 

where hk(z)=....:...,+-21 (-z-)2+ ... +...!.. (_:_)P, and g(z) is apoly-
zk Zk p Zk 

nomial whose degree is not higher than p. 
31.4 The infinite-product expansion of sin z Let us take the 

entire function I (z) = (sin z)/z. It has simple zeros at the points 
zk = kn (k = ± 1, ±2, ... ). The function F (z) = f' (z)/f (z) = 
cot z - 1/z satisfies the hypothesis of Theorem 2 and, hence, 
(31.28) is valid. Since I (z) = (sin z)lz = 1 - z2/3 + ... , we find 
that I (0) = 1 and f' (0) = 0. Then formula (31.28) yields 

(31.31) 

Here we have collected the factors that belong to the zeros kn and 
-kn (k = 1, 2, ... ) of sin z. Multiplying the factors inside the 
square brackets, we obtain 

00 

sin z = z II { 1 - k::2 ) • (31.32) 
k=l 

Example 3. Let us expand the entire function e1 - 1 in an infinite 
product. We have 

( 
eZf2-e-ZJ2 ) z e1 -1 = eztz 2 = eztz sinh 2 . 
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Employing (31.32) and the fact that sinh s = -i sin is, we obtain 
00 

e1 -1 = zez/2 IT ( 1 + ~) D 
4k2n 2 • 

k=t 

31.5 Inversion of power series We conclude this chapter by an 
example that illustrates another application of the theory of residues. 
We wish to find the inverse of a power series, i.e. find the coeffi­
cients in the series 

00 

z = h (w) = ~ bn (w- w0t, (31.33) 
n=O 

where z = h (w) is the inverse of the function that is regular at 
point z0 : 

00 

w=f(z)= ~ an(z-z0 )n, f'(z 0)=/=0, w0 =/(z0 }. 
n=O 

Since f' (z0 ) =1= 0, we can apply the inversion function theorem 
(Sec. 13). This theorem implies that there are two circles, K: I z -
z0 I <p and K1 : I w- w0 I< p1 , such that for each point wE K1 

the equation f (z) = w has a unique solution z E K. This define~ 
a single-valued function z = h (w) that is regular in K1 . Let us find 
the coefficient in the expansion (31.33) of this function. 

Consider the integral 
1 r ~r m 

l(w)=2ni .I 1(~)-wds, 
'I' 

(31.34) 

where y is the boundary of K, and wE K1 . The integrand, which we 
denote by F ( s), is regular in the interior of y except at point z = 
h (w), which is a simple pole for F ( s). The residue theorem then 
yields 

[ ~r m J J(w)= Res F(s)= (!(~)- )' _ =h(w)=z, 
~=h(w) w ~-h(w) 

i.e. 

(31.35) 

We have 
00 

I( '")~ wo ---1-- = ~ 
~ 1- W-Wo 

I m (wo) 

(31.36) 
I<S>-w 

n=O 

The series in (31.36) is uniformly convergent in s (s E y), since 
I w - wo I < p1 (w E K1) and I t (s) - w0 I;;;:::, Pt (s E y). Multi-
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plying (31.36) by (1/2ni) ~f' m and integrating termwise along 1'· 
we obtain 

where 

00 

z=h(w)= ~ bn(w-w0 )n, 
n=O 

1 r ~r m 
bn = 2nt J [f (?)- w0 )n+l d~ 

'I' 

(n=O, 1, 2, ... ). (31.31) 

Here b0 = z0 • When n is nonzero (n;;;;:, 1), integration by parts yields 
1 . 1 

bn = 2nin .\ [/ (~)-wo)n d~. (31.38) 
'I' 

The integrand in (31.38) has only one singular point in the interior 
of y, and nth order pole at ~ = z0 • Calculating the residue via 
(28. 7) yields· 

n = 1, 2, . . . . (31.39) 

The series (31.33) whose coefficients are calculated via (31.39) (b 0 = 
z 0 ) is known as the Burmann-Lagrange series. 

Here are the formulas that enable calculating the coefficients b1 , 

b 2 , and b3 in (31.33) in terms of the coefficients an in the series 
00 

f (z) = ~ an (z-z0t. 
n=O 

We have 

bt = :1 ' b2 = - :r ' ba = :! (2a;- atag). 

Example 4. Let us take f (z) = ze-az (z0 = 0 and w0 = 0). Then, 
employing (31.39), we find that 

b - 1 l" an-1 ( anz)- (an)n-1 
n- liT liD dzn-1 e - nl 

· z-0 · 

and, hence, 
00 

"" (an)n-1 wn 
z=h(w)=LJ nl 0 

n=1 



Chapter VI 

Conformal Mapping 

The concept of a conformal mapping was introduced in Sec. 8. This 
chapter considers the basis properties of conformal mappings and 
studies in detail the various mappings performed by elementary 
functions. 

32 Local Properties of Mappings Performed by 
Regular Functions 

32.1 The inverse function theorem In Sec. 13 we proved the in­
verse function theorem for a function f (z) that is regular at a point z0 

when f' (z0) =I= 0. But what happens when f' (z0 ) = 0? 
Theorem 1 Sup pose a function w = f (z) is regular at a point 

z0 =I= oo and 

f' (z0) = f" (z0) = ... = j<n-I) (z0) = 0, f<n} (z 0) =I= 0, 

where n > 2. Then there are neighborhoods U and V of points z0 and 
w0 = f (z0), respectively, and a function z = '¢ (w) such that 

(a) the equation f (z) = w (with respect to z) has for each point w E 
V, w =I= w0 , exactly n different solutions z = '¢ (w) that belong to U, 

(b) the function z = '¢ (w) is analytic in V, w =I= w0 , and 

I ('¢ (w)) = w, w E V. (32.1) 

From (32.1) it follows that z = '¢ (w) is the inverse of w = f (z), 
z E U. In view of (a), the inverse function is n-valued in V, w =I= w0 • 

Proof. Point z0 , by hypothesis, is an nth order zero for the function 
f (z) - f (z0), i.e. 

w - W 0 = f (z) - f (z0 ) = (z - z0 )nh (z), 

where h (z) is regular at point z0 , h (z0) =1= 0 (see Sec. 12.5). Introduc­
ing the notation w- w0 = ~n, we obtain ~n = (z- z0}n h (z), 

whence ~ = (z- z0}Vh (z). The function Vh (z) splits in a neigh­
borhood of point z0 into regular branches, since h (z0) =I= 0 (see 
Sec. 24.2). Suppose h1 (z) is one such branch and ~ = (z- z0 ) h1 (z}. 
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Then we can write w = f (z) as a sum of two regular functions~ 

W = Wo + {;n, 

s = s (z) = (z- z0)h1 (z), 

where h1 (z) is regular at point z0 , h 1 (z 0) =I= 0. 

(32.2) 

(32.3}1 

The function specified by (32.3) satisfies the hypothesis of the­
theorem of Sec. 13, since s' (z0 ) = h1 (z0 ) =fo 0. According to that 
theorem, there is a neighborhood U of point z0 which the function 
s = s (z) maps in a one-to-one manner onto a circle K: I {; I< p. 
p > 0 ( {;0 = s (z0} = 0). The function that is the inverse of {; = 
s(z), z E U, is z = g (s) regular in K. 

The function {; = Y w- w0 that is the inverse of (32.2) is n-val­
ued and analytic in the annulus V: 0 < I w- w0 I< pn (see 
Sec. 22). Hence, the function z = 'ljJ (w) = g (V w- w0), which is. 
the inverse of w = f (z), z E U, is n-valued and analytic in the annu­
lus V, since it is a combination of a regular function and an analytic 
function (see Sec. 22). 

Corollary 1 Under the conditions of Theorem 1, point w0 is an 
algebraic branch point of multiplicity n for the junction z = 'ljJ (w), 
the inverse of w = f (z), and in a neighborhood of point w0 the following 
series expansion holds: 

00 

'ljJ (w) = ~ c, (jl w- w0)h, 
k=O 

where c0 = z0 and c1 =I= 0. 
00 

Indeed, 'ljJ (w) = g(v w- w0) and g ({;) - ~ ck{;h, where c0 = 
h=O 

g (0) = z0 and c1 =I= 0, since if we use (32.3) and the formula for 
the derivative of the inverse function (see formula (13.2)), we have 

Ct = g' (0) = ~' 1(zo) =c hl :zo) =/= 0. 

The proof of Theorem 1 leads to 
Corollary 2 Under the conditions of Theorem 1, there is a junction 

z = g ({;), z0 = g (0), that is regular at point s = 0 and such that 

f (g ( {;)) = f (zo) + sn 
in a neighborhood of point {; = 0. The derivative off at point {; = 0 is 

, (O) _ ry nl 
g - J j(n) (z0 ) ' 

Example 1. Suppose a point z0 is a pole for f (z). Consider the 
equation 

I (z) =A. (32.4) 
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Suppose U is a small neighborhood of point z0 • We will show that 
there is an a such that for every A that satisfies the inequality 
I A I >a Eq. (32.4) has exactly n different solutions belonging 
to U, where n is the order of the pole z0 off (z). 

(i) If z0 =I= oo, then g (z) = 1/f (z) is regular at point z0 and 
g (z0) = g' (z0 ) = ... = g<n-l) (z0 ) = 0, g<n) (z0 ) =I= 0 (see Sec. 18). 
From Sec. 13 and Theorem 1 it follows that the equation g (z) = 11A, 
which is equivalent to Eq. (32.4), has exactly n different roots z E U 
if 111 A I< 1:: for a positive e. 

(ii) If z0 = oo, we consider the one-to-one mapping ~ = 11z of 
.a neighborhood of point z = oo onto a neighborhood of point ~ = 0 
(Sec. 8). Then the number of solutions of Eq. (32.4) in a neighborhood 

·Of point z = oo coincides with the number of solutions of the equa­
tion f (11 ~)=A in a neighborhood of point ~ =0. The function h ( ~) = 
= f (11~) has an nth order zero at ~ = 0 (see Sec. 18). Hence, as in 
the case (i), the equation h (~) =A has exactly n solutions. D 

32.2 Univalent functions The definition of univalence in a 
·domain was given in Sec. 8. Now we will introduce the concept of 
·univalence at a point. 

Definition. A function f (z) is said to be univalent at a point z0 

if it is univalent in a neighborhood of point z0 • 

It is obvious that a function univalent in a domain is univalent 
at each point of this domain. However, the converse is not generally 
true, i.e. a function that is univalent at each point of a domain may 
not be univalent in this domain (see Example 5 below). 

Let us give the criteria of univalence at a point. 
Theorem 2 A function f (z) that is regular at a point z0 =I= oo is 

univalent at this point if and only iff' (z0 ) =I= 0. 
Proof. Necessity. Iff' (z0) = 0 and f (z) =I= const, then, by Theo­

rem 1, in any neighborhood of point z0 there are two different points 
z1 and z2 such that f (z1 ) and f (z 2), i.e. f (z) is not univalent at point z0 • 

Obviously, the function f (z) = const is not univalent at z0 either. 
Sufficiency. If f' (z0 ) =I= 0, then, by the theorem of Sec. 13, the 

function f (z) is univalent at point z0 • 

Corollary 3 The function 

f(z)=c0+~+ c~~ + ... , jzj >R, z z 

regular at point z = oo is univalent at this point if and only if c_1 = 
-Res f (z) =I= 0. 

z=oo 

Proof. Consider the function 

g(~) =f(11~) =Co +c-1 ~ +c-2 ~2 +·· ., I~ I< 1/R, 

regular at point ~ = 0. The function ~ = 1/z maps in a one-to-one 
manner the neighborhood I z. I > R of point z = oo onto the neigh-
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borhood I s I< 1/R of point s = 0 (see Sec. 8). Hence, I (z) is 
univalent at point z = 00 if and only if g ( s) is univalent at point 
s = 0, i.e., by Theorem 2, we must ensure that g' (0) = c_1 =I= 0. 

Corollary 4 A function f (z) with a pole at a point z0 (finite or at 
infinity) is univalent at this point if and only if this pole is simple 
(of the first order). 

To prove this proposition we need only apply Theorem 2 (or Corolla­
ry 3 if z0 = oo) to the function 1/f (z). Corollary 4 also follows from 
Example 1. 

Example 2. (a) The function f (z) = z2~ is univalent at every 
point of the extended complex plane except points 0 and oo. 

(b) The function f (z) = 1/z2 is univalent at every point of the 
extended complex plane except at points 0 and oo. 0 

Example 3. If a point z0 is an essential singularity for a function 
f (z), this function is not univalent at z0 • Indeed, in every neigh­
borhood of point z0 the equation f (z) =A has, according to Picard's 
second theorem (Sec. 19), an infinite number of solutions for every 
value of A except, perhaps, one, i.e. f (z) is not univalent at 
point z0 • 0 

Example 4. Suppose a function f (z) is regular in a domain D 
everywhere except at two points, z1 and z2 , that are poles for f (z). 
Let us show that this function is not univalent in D. Indeed, if 
I A I is large, then the equation f (z) = A has at least two solutions 

;: and~ with point '"i:1 lying close to point z1 (j = 1, 2) (Example 1), 
i.e. f (z) is not univalent in D. 0 

Example 5. (a) The function f (z) = ez is univalent at every point 
z =1= oo, but is not univalent in the entire complex plane. Indeed, 
at all points zk =a + 2kni (k = 0, +1, +2, ... ) the function 
assumes the same value ea. 

(b) The function f (z) = z2 is univalent at every point of the 
annulus 1 < I z I < 3, but is not univalent in this annulus since 
f (z) is an even function: f (z) = f (-z). 0 

Let us now summarize. Suppose a function f (z) is regular and 
univalent in a domain D with the points z1 , z2 , ••• , Zn deleted. 
Neither an essential singularity off (z) (Example 3) nor two poles 
(Example 4) can be among these points zk (k = 1, 2, ... , n). Hence, 
f (z) can have only one pole, which must be a first order one (Corol­
lary 4). 

Thus, the necessary conditions for the univalence off (z) in a do­
main D are the following: 

(1) f (z) must be regular in D everywhere except, perhaps, one 
point, a simple pole for f (z). 

(2) at every finite point z ED at which f (z) is regular the de­
rivative f' (z) must be nonzero; 

(3) if point z = oo belongs to D and at this point the function 
f (z) is regular, then we must have c_1 =-Res f (z) =1= 0. 

z=oo 

18-01641 
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Conditions (1)-(3) are not, generally speaking, sufficient for a func­
tion to be univalent in a domain (see Example 5). We will consider 
the sufficient conditions in Sec. 33. 

32.3 The principle of domain preservation 
Theorem 3 (the principle of domain preservation) Suppose a func­

tion f (z) is regular in a domain D and f (z) =1= const. Then under the 
mapping w = f (z) the domain D is transformed into a domain. 

Proof. Let G be the image of D obtained as a result of the mapping 
w = f (z). Let us show that G is an open set. Suppose point w0 

belongs toG, i.e. w0 = f (z 0), where z0 ED. By Theorem 1 and the 
theorem of Sec. 13, for any point win a small neighborhood of point w0 

there is at least one point z in a neighborhood of point z0 such that 
w = f (z), i.e. w E G. Thus, there is a neighborhood of w0 belonging 
entirely to G. 

The connectedness of G0 follows from the continuity of the map­
ping w = f (z), since under such a mapping the image of any contin­
uous curve lying in D is a continuous curve consisting entirely of 
points belonging to set G. Hence, G is an open connected set, or a do­
main. 

Corollary 5 Let a function f (z) be regular in a domain D of the 
extended complex plane except, perhaps, at the poles of f (z), and 
f (z) =1= const. Then the function w = f (z) maps D onto a domain in 
the extended complex z plane. 

Proof. Consider the case where f (z) has one pole at a finite point 
z0 ED. For other cases the proof is similar. 

Suppose D 0 is the domain D with point z0 deleted. By Theorem 3, 
w = f (z) maps D 0 onto the domain G0 • Example 1 implies that 
there is an annulus R < I w I < oo that belongs to G0 • Hence, the 
set G = G0 U {w = oo} is a domain. 

32.4 The maximum modulus principle 
Theorem 4 Suppose a function f (z) is regular in a bounded domain D, 

is continuous up to the boundary of D, and is not a constant. Then the 
maximum of the modulus of this function, 

max If (z) I, 
zED 

is attained only on the boundary of D. 
Proof. Consider the point z0 ED. \Ve wish to prove that there is 

a point z1 ED such that I f (z1 ) I > I f (z0) 1. By Theorem 3, the 
image of D obtained as a result of the mapping w = f (z) is a do­
main G for which point w0 = f (z 0 ) is an interior point. This means 
we can select a point w1 E G lying on the straight line connecting 
points 0 and w0 and such that I w1 I > I w0 I (Fig. 79). The point W 1 

is the image of a point z1 ED, i.e. w1 = f (z1). Hence, If (z1) I > 
1 f (z 0 ) 1. The proof of the theorem is complete. 

Corollary G If a function f (z) =t-= const is regular in a domain D, 
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then j j (z) l cannot have a local maximum at an interior point of D. 
Indeed, Theorem 4 implies that in any neighborhood of point z0 E 

D there is a point z1 such that If (z1) I > I f (z0) 1. 
Corollary 7 If a junction f (z) :¢; const that is regular in a domain 

D has no zeros in D, then I f (z) I cannot attain its minimum at an inte­
rior point of D. 

Indeed, in this case the function 1/f (z) is regular in D and, by 

0 

·Fig. 79 

Theorem 4, any ndghhorhood of a point z0 ED contains a point 
z1 ED such that 11/f (z1) I > 11/f (zo) 1. i.e. If (zl) I < If (z0) 1. 

Example 6. Let a function j (z) :¢; const he regular in a bounded 
domain D, is continuous up to the boundary r of D, and I f (z) lzer = 
c = const. Let us show that f (z) has at least one zero in D. 

Indeed, if f (z) =1= 0 for all z ED, then, by virtue of Corollary 7, 
we find that I f (z) I > c for z ED, which contradicts Theorem 4: 
lf(z) I <c for zED. D 

Schwarz's lemma Suppose a function f (z) is regular in the circl~ 
z I < 1, f (0) = 0, and If (z) I < 1 for I z I < 1. Then 

I f (z)~ I~ I z I 
in the entire circle I z I < 1. lf at least at one point z =I= 0 in the circle 
I z I < 1 we have If (z) I = I z I, then 

f (z) = eiaz, 

where ex is a real number. 
Proof. Consider the function g (z) = f (z)lz. It is regular in the cir­

cle I z I< 1, since f (0) = 0 (Sec. 18). On the boundary I z I = p, 
0 < p < 1, of this circle we have I g (z) I = If (z) I I I z I< 1/p. 
Consequently, Theorem 4 states that I g (z) I < 1/p in the entire 
circle I z I~ p. Since p can he taken as close to unity as desired, we 
can write I g (z) I~ 1, i.e. I j (z) I~ I z I for I z I < 1. 

Moreover, if at a point z0 (I z0 I< 1) the function I g (z) I attains 
its maximum, i.e. I g (z0 ) I = 1, then g (z) = const (Corollary 6}, 
i.e. g (z) = eia and f (z) = efaz. 
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The following maximum and minimum principle for harmonic 
functions is valid: 

Theorem 5 Suppose a function u (x, y) that is harmonic in a bound­
ed domain D is continuous up to the boundary of D and u (x, y) ;¢= 
const. Then both the maximum and the minimum of this function 
are attained only on the boundary of D. 

Note that it is sufficient to prove the theorem for the case of a max­
imum, since the maximum of a harmonic function u (x, y) coin­
cides with the minimum of -u (x, y), which is also a harmonic func­
tion. 

Proof. Suppose the opposite statement is true, i.e. the maximum 
of u (x, y) is attained at an interior point z0 =x0 + iy0 of D. Consid­
er a simply connected domain D lying inside D and containing 
point z0 • In D 1 there is a regular function f (z) such that Re f (z) = 
u (x, y) (see Sec. 7). Then the function g (z) = e1<z> is regular in D 1 
and its modulus, I g (z) I = eu <"',Y>, attains its maximum at point z0• 
Hence, g (z) = const (Theorem 4), from which it follows that 
f (z) = const and u (x, y) = const for z E D 1 . Since D 1 is selected 
arbitrarily, we have u (x, y) ==: const for zED, which contradicts 
the hypothesis. The proof of the theorem is complete. 

33 General Properties of Conformal Mappings 
33.1 The definition of a conformal mapping In Sec. 8 we gave 

a definition of a conformal mapping for domains without the point 
at infinity. There we noted that such mappings are performed by 
univalent regular functions. For domains that include the point at 
infinity we introduce the following. 

Definition 1. The mapping w = f (z) of the domain D in the extend­
ed complex z plane onto a domain G in the extended complex w 
plane is said to be conformal if 

(a) it is one-to-one, i.e. f (z) is univalent in D; 
(b) the function f (z) is regular in D everywhere except, perhaps, 

a single point, where the function has a simple pole. 
Let us now consider the local properties of a conformal mapping 

w = f (z) in a neighborhood of a finite point z0 at which f (z) is regu­
lar. Since f' (z0 ) =!= 0 is the criterion for the univalence of f (z) at 
point z0 (see Sec. 32), the geometrical meaning of the derivative 
(Sec. 8) yields the following two properties of conformal mappings: 

(1) Constancy of stretching. The linear stretching at point z0 is the 
same for all the curves passing through z0 and is equal to I f' (z 0 ) 1. 

(2) Preservation of the angle between curves. All curves that pass 
through z0 are rotated through the same angle arg f' (z 0). 

Here are some properties of conformal mappings: 
(3) A mapping that is the inverse of a conformal mapping is also 

confonnal. 
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(4) A combination of two conformal mappings is a conformal map­
ping. 

These properties follow from Definition 1 and the properties of 
univalent and inverse functions (Sees. 8, 13, and 32). 

33.2 Conformality at the point at infinity We start with the 
concept of an angle between curves at the point at infinity. 

Definition 2. The angle between tu:o curves, "h and y 2 , that pass 
through the point z = oo is defined as the angle between the images 

0 

Fig. 80 

of these curves obtained as a result of the mapping ~ = 1/z at point 
~ = 0. 

Property 2 and this definition imply that the mapping ~ = 1/z 
preserves the angles between curves at each point in the extended 
complex plane. 

Example 1. Suppose two rays y1 and y 2 emerge from the same end 
point z0 • Then the angle between y1 and y 2 at the point z = oo is 
c qual to the angle bet ween these rays at point z0 taken with the oppo­
site sign. 

Proof. For the sal\e of simplicity we will restrict our discussion 
to the case where z0 = 0. Suppose 'Vi is the ray with arg z = r.pj(j = 
1, 2). Then the angle between "h and y 2 (in the direction from y1 
to y 2) at point z = 0 is a = cp 2 - cp1 (Fig. 80). The image of 1'i under 

the mapping ~ = 1/z is the ray Yi: arg ~ = - CVi (j = 1, 2) (see 
Sec. 8); whence the angle between y1 and y2 at point ~ = 0 is 
(-cp 2) - (-cp1 ) =-a (Fig. 80). Hence, by Definition 2, the angle 
between y1 and y 2 at point z = oo is -a. D 

Definition 2 and Property 2 yields the following property of 
con ormal mappings: 

(5) A conformal mapping of a domain in the extended complex plane 
preserves tl:e angles between cun•es at each point of the domain. 



278 Conformal Mapping 

Proof. By virtue of Definition 1 and Property 2, we need only prove 
the validity of the following propositions: 

(a) If the function 

f (z) = c0 + c_1 + c_; + ... , jz I > R, 
z z 

is regular at point z = oo and c_1 =1= 0, then the mapping w = f (z) 
preserves the angle between any two curves passing through 
point z = oo. 

(b) Iff (z) has a first order pole at a point z0 (finite or at infinity), 
the mapping w = f (z) preserves the angle between any two curves 
passing through point z0 • 

We will prove proposition (a); proposition (b) can be proved simi­
larly. 

\Ve write the function w = f (z) as a composite of two functions: 
; = 1/z and w =g (~) =f (1/~) =Co +c_1~ +c_2 ~2 + ... By 
Definition 2, the mapping ~ = 1/z preserves the angles between 
curves passing through z = oo. The mapping w =~g ( ~) preserves the 
angles between curves passing through point ~ = 0 since g' (0) = 
= c_1 =I= 0 (Property 2). Hence, the mapping w = f (z) preserves the 
angles between curves passing through point z = oo. 

Remark 1. It can be shown that the mapping ~ = 1/z rotates 
Riemann's sphere about the diameter with the end points at z = +1 
(i.e. the images of these points on Riemann's sphere) through an 
angle of 180°. Hence, this mapping preserves the angle between 
any two curves at each point on Riemann's sphere. This makes Defini­
tion 2 look quite natural. It can be shown that all conformal mappings 
preserve the angles between curves on Riemann's sphere. 

33.3 Correspondence between boundaries Let D and G be two 

simply connected, bounded domains whose boundaries r and r are 
simple, closed, and piecewise smooth curves. Then we have 

Theorem 1 (the theorem on the correspondence between bound-
aries) If the function w =f (z) maps a domain D conformally onto 
another doma."n G, then 

(1) f (z) can be continuously continued onto thf! closure of D, i.e. f(z) 
can be redefined on r in such a way that it is continuous on D; 

(2) this function maps r onto r in a one-to-one manner and with 
preseruation of the sense. 

The proof of this theorem can be found in Hurwitz and Cou­
rant [1]. 

Here we will prove the converse of Theorem 1. SupposeD and G 
are simply connected, bounded dom~ins with simple, closed, and 

piecewise smooth boundaries r and r, respectively. Then we have 
Theorem 2 (a criterion of univalence of a function in a domain) 

Suppose a function w -f(z) that is regular in D and continuous up to r 
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maps r onto f in a one-to-one manner and with preservation of sense. 
Then the function is univalent in D and maps D conformally onto G. 

Proof. We must prove that 
(a) each point w0 E G has corresponding to it only one point z0 E 

D such that I (z0) = w0 , i.e. the function f (z) - w0 has exactly 
one zero in D; 

(b) for each point w1 that does not belong to G the function f (z) 
does not admit the value w1 for zED. 

Let us prove proposition (a). By hypothesis, the function f (z)- w0 

Fig. 81 -does not vanish on r, since for z E r point w = t (z) belongs to I', 
while w0 E G. According to the argument principle (Sec. 30), the 
number of zeros of f (z) - w0 in D is 

N = (1/2n) dr arg [f (z) - w0 ] = (1/2n) d- arg (w - w0 ). 
r 

Since point Wo lies in the interior of the closed curve r (Fig. 81), 
we can \\Tite d- arg (w- w0 ) = 2n, and N = 1. 

r 
Similarly, if point w1 lies in the exterior of r, then dr arg (w -

w1 ) = 0 (Fig. 81), and the equation f (z) = w1 has not a single 
solution in D. 

Remark 2. Theorems 1 and 2 are valid for domains in the extended 
complex plane with piecewise smooth boundaries: under a confor­
mal mapping the boundary of a domain is transformed into the 
boundary of the image of the domain in a one-to-one manner and 
with preservation of sense (see Hurwitz and Courant [11). 

33.4 Riemann's mapping theorem The following theorem lies 
at the base of conformal mapping theory: 

Theorem 3 (Riemann's mapping theorem) SupposeD is a simply 
connected domain in the extended complex plane with at least two 
boundary points. Then 

(1) there is a function w = f (z) that maps D conformally onto the 
unit circle I w I < 1; 

(2) this function is unique if 
f (z0) = w0 • arg /' (z0) = ex. (33.1) 
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Here z0 and W 0 are given points (z0 ED and I w0 I < 1), and a is 
a given real number. 

The following domains are exceptions: 
(a) the entire extended complex plane; 
(b) the entire extended complex plane with one point deleted. 
These two domains cannot be mapped conformally onto the unit 

W=j(Z)=ljl(g(z)) 

Fig. 82 

circle I w I< 1. Indeed, suppose w = f (z) maps the entire extend­
ed complex plane conformally onto the unit circle I w I < 1. 
Then this function is regular and bounded in the entire extended 
complex plane and, hence, is a constant, by Liouville's theorem 
(Sec. 19). Similarly, if w = f (z) maps the entire extended com­
plex plane with point z0 deleted conformally onto the cirde I w I< 1, 
then it is regular and bounded at z =I= z0 • This means that z0 is a re­
movable singular point for f (z) (see Sec. 18), i.e. f (z) is regular and 
bounded in the entire extended complex plane, or, by Liouville's 
theorem, a constant. 

Note that if the boundary of a simply connected domain D con­
tains two points, then it is a curve passing through these points. 
Theorem 3 states that such a domain can be mapped conformally 
onto a unit circle. The proof of Theorem 3 can be found in Hurwitz 
and Courant [1]. 

Theorem 3 has the following 
Corollary Suppose the boundaries of two simply connected domains 

D and G consist of at least two points. Then there is only one function 
w = f (z) that maps D conformally onto G in a way such that 

f (z 0) = w0 , arg f' (z0) = CG, (33.2) 

where z0 ED, w0 E G, and a is a real number. 
Proof. Existence. By Theorem, 3, there is a function ~ = g (z) 

that maps D conformally onto the unit circle I ~ I < 1 and is such 
that g (z0) = 0 and arg g' (z0) = 0 (Fig. 82). Similarly, there is 
a function ~ = h (w) that maps G conformally onto the unit circle 
I ~ I < 1 and is such that h (w0 ) = 0 and arg h' (w0 ) = -a. Then 
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the function w = 'ljJ ( ~), the inverse of ~ = h (w), maps the unit 
circle I ~ I < 1 conformally onto G in a way such that 'ljJ (0) = w0 

and arg 'ljJ' (0) = ex (Fig. 82). Hence, the function w = j (z) = 
'lj; (g (z)) maps D conformally onto G and satisfres conditions (33.2). 

Uniqueness. Suppose there are two functions w = fi (z) (j = 1, 2) 
that map D conformally onto G and are such that 

fJ (z 0) = W 0 , arg jj (z0 ) =ex, j = 1, 2. 

Let us prove that / 1 (z) = / 2 (z) for zED. 
By Theorem 3, there is only one function ~ = h (w) that maps do­

main G conformally onto the unit Circle I ~ I < 1 and is such that 
h (u.7 0) = 0 and arg h' (w 0) = 0. The functions ~ = gi (z) = 
h (fi(z)) (j = 1, 2) map D conform ally onto the unit circle I ~ I < 
1 and satisfy the following conditions: 

g; (z 0) = 0, arg g, (z 0) =ex, j = 1, 2. 

Hence, by Theorem 3, g1 (z) = g 2 (z), i.e. h (/1 (z)) = h (f2 (z)), 
whence / 1 (z) = f 2 (z). 

Remark 3. Instead of the unit circle we can take another "standard" 
domain, e.g. the upper half-plane. In what follows we will usually 
consider mappings onto the unit circle or the upper half-plane. 

Thus, if the boundaries of two simply connected domains D and G 
have at least two points each, there is a conformal mapping of D 
onto G, but the mapping is not unique. To mal<e the mapping unique 
we must specify the conditions (33.2), i.e. normalize the conformal 
mapping. These normalization conditions contain three arbitrary, 
real parameters: u 0 , v0 (w0 = u0 + iv0), and ex. Instead of (33.2) 
we can fiX other conditions containing three independent real pa­
rameters. For instance: 

(i) There is a unique function w = f (z) that maps D conformally 
onto G and satisfies the conditions 

f (zo) = Wo, f (zl) = W1, 

where z0 and w0 are interior points of D and G, respectively, and z1 

and w1 are boundary points of D and G. 
(ii) There is a unique function w = f (z) that maps D conformally 

onto G and satisfies the conditions 

f(zk) =W11 , k = 1, 2, 3, 

where z1 . z2 , and z3 are three different boundary points of D, and 
w1 , w2 , and w3 are three different boundary points of G, numbered 
in the order corresponding to the positive sense along the boundary 
curves of D and G. 

When multiply connected domains are involved, the question 
of the existence of a conformal mapping is much more complex. 
Even for the simple doubly connected domains D: p < I z I < R 
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and G: p1 < I w I < R1 a conformal mapping of D onto G does not 
always exist (see Sec. 36). The theory of conformal mappings of 
n-connected domains is given in Hurwitz and Courant [1]. 

34 The Linear-Fractional Function 

The function 

az+b 4 w=-- ad- be =1= 0, (3 .1) 
cz+d' 

where a, b, c, and d are complex numbers, is known as the linear­
fractional function. The mapping, or transformation, performed by 
(34.1) is called the linear-fractional (bilinear, Mobius) mapping. 
The condition ad - be =I= 0 implies that w cannot be a constant. 
We assume that if c =I= 0, then w (oo) =ale and w (-die) = oo, 
while if c = 0, then w ( oo) = oo. Thus, the linear-fractional func­
tion is defined in the entire extended complex plane. If c = 0, the 
function (34.1) is the linear function, and the respective mapping 
is said to be linear. 

Let us consider the main properties of the linear-fractional map­
ping. 

34.1 Conformality 
Theorem 1 The linear-fractional function maps the extended com­

plex plane conformally onto the extended complex plane. 
Proof. Obviously, the function (34.1) is regular in the entire 

extended complex plane except at the point z = -die, which is 
a first order pole. 

Solving Eq. (34.1) for z, we arrive at the function 
dw-b z- ad- be =1= 0, 

- -cw+a ' 
(34.2) 

which is the inverse of (34.1). The function (34.2) is single-valued 
in the entire extended complex plane and is linear-fractional. Hence, 
the linear-fractional function is univalent in the extended complex 
plane. 

Remark 1. The converse is also true, i.e. if a function w = f (z) 
maps the extended complex plane conformally onto the extended 
complex plane, it is linear-fractional. 

Indeed, by Definition 1 of Sec. 33, f (z) is regular in the extended 
complex plane everywhere except at its simple pole. If point z0 

is finite and Res f (z) =A, then g (z) = f (z) - Al(z - z0) is regular 
z=zo 

in the entire extended complex plane. Liouville's theorem (Sec. 19) 
then states that g (z) is a constant, i.e. f (z) is a linear-fractional 
function. If z0 = oo, then f (z) is an entire Junction and f (z) = 0 (z) 
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(z-+ oo) (Sec. 19). Then Liouville's theorem states that f (z) = 
az +b. 

34.2 The group property 
Theorem 2 The linear-fractional mappings constitute a group, i.e. 
(1) a linear-fractional transformation of a linear-fractional trans-

formation is a linear-fractional transformation; 
(2) the inverse of a linear-fractional transformation is also a linear­

fractional transformation. 
Proof. Property 2 has been proved in Sec. 34.1. Let us prove 

Property 1. Suppose 

Substituting (34.3) into (34.4), we obtain 

az+b 
W=-­

cz+d ' 

(34.3) 

(34.4) 

(34.5) 

where ad - be = (a1d1 - b1c1 ) (a 2d2 - b2c2) =I= 0, i.e. the mapping 
(34.5) is linear-fractional. 

Remark 2. The group of linear-fractional mappings is noncom­
mutative. For instance, if w (z) = 1/z and ~ (z) = z + 1, then 

w(~(z))= z~i, ~(w(z))=++1, w(~(z))=l=~(w(z)). 

34.3 The circular property 
Theorem 3 The image of a straight line or a circle under the linear­

fractional mapping is a straight line or a circle. 
Proof. We start with the linear mapping w = az + b (a =I= 0). 

This mapping is reduced to stretching (or contraction), rotation, 
and translation (see Sec. 8). Hence, the linear mapping transforms 
circles into circles and straight lines into straight lines. 

az+b . 
When the linear-fractional function w = cz+d 1s not linear 

(c =I= 0), we can write 
B 

w=A+-+ , z z0 
(34.6) 

where A =ale, B =(be - ad)/c2 , and z0 =die. Then the mapping 
(34.6) is reduced to the following operations (performed in the 
specified order): 

1 
11=T, (34.7) 
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The first and third mappings in (34.7) possess the c.ircular property 
since they are linear. We need only show that the second mapping 
possesses it, too, i.e. 

has the circular property. 

1 
W=­

z 
(34.8) 

The equation of any circle or a straight line in the complex z 
plane has the form 

a (x2 + y 2 ) + ~x + "VY + {) = 0 (34.9) 

(if a = 0, then (34.9) is the equation of a straight line). Since 

x2+y2= JzJ 2 =zz1 X=+(z+z), y= :i (z-z), 

we can write Eq. (34.9) in the form 

where D 

a:zz +Dz +Dz-+ {) = 0, 

= 7 (~ - iy). Substitution of 1/w for z 

{)ww +Dw +Dw +a = o. 

(34.10) 

in (34.10) yields 

(34.11) 

Hence, the image of the circle (34.10) (or a straight line if a = 0) 
obtained as a result of mapping (34.8) is the circle (34.11) (or a 
straight line if {) = 0). 

Note that the linear-fractional function w = az+db maps circles 
cz+ 

and straight lines that pass through the point z = -die into straight 
lines, and other circles and straight lines into circles. 

In what follows we will assume that a straight line is a circle with 
an infinitely large radius. This gives us another way in which to 
formulate the circular property, namely, under a linear-fractional 
mapping, circles are mapped into circles. 

34.4 Preservation of symmetry Elementary geometry gives the 
following definition for the concept of symmetry (inversion) with 
respect to a circle. Suppose r is a circle of radius R centered at 
point 0. 

Definition. Points M and M* are said to be : ymmetric with respect 
to circle r if they lie on a single ray that starts at point 0 and if 
OM X OM* = R 2 (Fig. 83). 

For instance, every point on f is symmetric to itself with respect 
to r. 

Thus, points z and z* of the complex z plane are symmetric with 
respect to the circle f: I z - a I = R if they lie on a single ray 
that starts at point a and if I z - a I I z* - a I = R 2 • Point z = oo 
is assumed to be symmetric to point a, the center of r. 

This definition implies that the points z and z* symmetric with 
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respect to the circle I z 1 = R are related through the formula 
R2 

z*=­
z 

(34.12) 

For instance, the points z and z* symmetric with respect to the 
unit circle I z I = 1 (Fig. 84) are related through the formula 

1 
z* = -=-· 

z 
(34.13) 

Since points z and z are symmetric with respect to the real axis, 
from (34.13) it follows that point 1/z is obtained from point z by 

Fig. 83 Fig. 84 

two symmetry transformations: one with respect to the real axis 
and the other with respect to the unit circle I z I = 1 (in any order) 
(Fig. 84). 

From (34.12) it follows that points z and z* symmetric with re­
spect to the circle I z- a I = R are related through the formula 

R2 
z* =a+;-=--=-. 

·z-a 
(34.14) 

All linear-fractional mappings possess the following property of 
symmetry preservation: 

Theorem 4 A pair of points symmetric with respect to a circle is 
mapped by a linear-fractional transformation into a pair of points 
symmetric with respect to the image of the circle. 

Here a circle may be a straight line. 
First let us prove the following 
Lemma Points M and 111* are symmetric with respect to a circle r 

if and only if any circle '\' that passes through these points intersects r 
at a right angle. 
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Proof of lemma. Necessity. Suppose points M and M* are symmetric 
with respect to a circle f of radius R centered at point 0 (Fig. 85). 
Consider circle 1' that passes through points M and .M*. Through 
point 0 we draw a straight line that touches circle 1' at point P. 

Fig. 85 

According to a theorem of elementary geometry (the square of a tan­
gent is equal to the product of a secant by its external part), \Ve have 
OP2 = OM X OM*. This product is equal to R 2 , since points M 
and M* are symmetric with respect to f. Then OP = R, i.e. point P 
lies on f. Thus, a tangent to 1' is a radius off and, hence 1' and f 
intersect at a right angle at point P. 

Sufficiency. Suppose any circle 1' that passes through points M 
and .M* intersects circle fat a right angle (Fig. 85). Then the straight 
line (the particular case of a circle) that passes through M and M* 
also intersects r at a right angle, i.e. it passes through the center 0 
of f. Moreover, points M and M* lie on a single ray that starts 
at point 0, since otherwise the circle of radius MM*/2, which pass 
through M and. M*, would not intersect f at a right angle. 

It now remains to be proved that OM X OM* = R 2 • Suppose the 
circle 1'· which passes through points M and M*, intersects f at 
point P (Fig. 85). Then OP is a tangent to 1' and, hence, OP2 = 
OM X OM*, by the theorem on the square of a tangent (see the 
proof of necessity). 

Proof of Theorem 4. Suppose points z and z* are symmetric with 
respect to the circle f. Let the linear-fractional function w = f (z) 

map r into r and points z and z* into points w and w*' respectively. -By the circular property of the linear-fractional mapping, f is 
a circle. We must prove that points w and w* are symmetric with 

respect to f'. In view of the lemma, it is sufficient to prove that any -circle y that passes through points w and w* intersects r at a right 
angle. 

The cirele y passing through points z and z* is the preimage of y 



The Linear-Fractional Function 287 

in the linear-fractional mapping ~ = f (z). It intersects r at a 

straight angle. Hence, '\' intersects r at a straight angle, too, since 
the linear-fractional mapping is conformal in the entire extended 
complex plane and, therefore, preserves the angles between curves 
at every point. 

34.5 The linear-fractional transformation that maps three points 
into three points. 

Theorem 5 There is only one linear- ractional transformation that 
maps three given points z1 , z 2 , and z3 into three points w1 , w 2 , and w3 , 

respectively. This transformation is given by the formula 

(34.15) 

Proof. Theorem 2 implies that the function w = f (z) given by 
(34.15) is linear-fractional. It is also clear that wk = f (zk) (k = 
1, 2, 3). 

Let us prove that if the linear-fractional function w = f1 (z) 
satisfies the same conditions as w = f (z), namely, wk = f1 (zk) 
(k = 1, 2, 3), then / 1 (z) = f (z). Let z = '¢ (w) be the inverse of 
w = f (z). Then '¢ (/1 (z)) is linear-fractional: 

(! ( az+b 
'¢ 1 z)) = cz+d 

This implies that 
czX + fd - a) zk - b = 0, 

i.e. the quadratic equation cz2 + (d - a) z - b = 0 has three 
different roots. Hence, c = 0, d =a, b = 0, and ~- (/1 (z)) == z, 
whence f1 (z) = .1 (z). 

Corollary 1 The function w = f (z) given by (34.15) maps the 
circular domain u:hose boundary passes through the points zk (k = 
1, 2, 3) conformally onto the circular domain whose boundary passes 
through the points wk (k = 1, 2, 3). · 

Here and in what follows, a circular domain means the interior 
of a circle or its exterior or a half-plane. 

Remark 3. Theorem 5 implies that a linear-fractional transforma­
tion w = w (z) can have no more than two fixed points z1 and z2 , 

i.e. such points that w (zk) = zk (k = 1, 2) if w (z) :¢= z. A linear­
fractional transformation with the points z1 and z2 fixed is given by 

w-z1 =A z-z1 

w-z2 z-z2 ' 

where A is a complex number. 
Example 1. The linear-fractional transformation that maps point. 
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z1 into point w = 0 and point z2 into point w = oo has the form 

(34.16) 

where A is a complex number. 0 
34.6 Examples of linear-fractional transformations 
Example 2. The linear-fractional transformation that maps the 

half-plane Im z > 0 onto the unit circle I w I < 1 has the form 
z-zo ia w=----e , 
z-z0 

where Im z0 is positive and a is a real number. 

(34.17) 

Proof. Suppose the linear-fractional function w = w (z) maps the 
half-plane Im z > 0 onto the unit circle I w I < 1 in a way such 
that w (z0) = 0 (Im z0 > 0). Then, in view of the property of sym-
metry preservation, w (Zo) = oo and, by (34.16), 

W=A z-:o • (34.18) 

Let us show that I A I = 1. Since points on the real axis are 
mapped into points on the boundary of the unit circle, i.e. I w I =1 
for real z = x, from (34.18) we have 

1=1Ax-:oj=IAI 1 x-~oi=IAI 
x-zo I x-zo I 

(I x- z 0 I = I x- .i;; 1). Hence A = eia and (34.18) is simply 
(34.17). 0 

Remark 4. Under the mapping (34.17), the angle of rotation of 
curves at point z0 is a - n/2 (Fig. 86), since (34.17) yields arg w' (z0 ) = 
a - n/2 (see Example 5 in Sec. 8). 

Remark 5. Every conformal mapping of the half-plane Im z > 0 
onto the unit circle I w I < 1 has the form (34.17). 

Indeed, by Riemann's mapping theorem (Sec. 33), there is only 
one conformal mapping w = w (z) that transforms the half-plane 
Im z > 0 onto the circle I w I < 1 and satisfies the conditions 
w (z 0) = 0 and arg w' (z0) =a - n/2. Hence, this mapping must 
be (34.17). 

The same is true of formulas (34.19) and (34.21) below. 
Example 3. The linear-fractional function that maps the circle 

I z I < 1 onto the circle I w I < 1 has the form 

z-zo ia w= _ e , 
1-zz0 

(34.19) 

where I z0 I < 1 and a is a real number. 
Proof. Suppose the linear-fractional function w = w (z) maps 

l z I< 1 onto I w I< 1 in a way such that w (z0 ) = 0 (I z0 I< 1). 
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Then, by the property of symmetry preservation (Sec. 34.4), 
w (11z0 ) = oo and from (34.16) we obtain 

w=A z-zo 
1-.z.zo 

(34.20) 

Let us show that I A I = 1. Since all the points on the boundary 
of the unit circle are mapped into points on the boundary of the 

Fig. 86 

other unit circle, i.e. I w I = 1 for z = eiiP, from (34.20) we obtain 

1 =I A eiiP_zo I= lA I I ei<P_zo I = lA I 
1 icp- I icp I I - icp - I ' -e zo e e -z0 

(lei<~>-z0 1 = lei<~>-z0 1 = le-i<P-z0 1). 

Hence, A = eia and from (34.20) we obtain (34.19). 0 
Remark 6. Under the mapping (34.19), the angle of rotation of 

curves at point z0 is ex (Fig. 87), since (34.19) yields arg w' (z0) =ex 
(Example 5 in Sec. 8). 

Example 4. The linear-fractional mapping of the half-plane 
I m z > 0 into the half-plane Im w > 0 has the form 

az+b 
W= cz+d' (34.21) 

where a, b, e, and d are real numbers, and ad- be > 0. 
Proof. Suppose the linear-fractional function w = w (z) maps the 

half-plane Im z > 0 onto the half-plane Im w > 0. Take three 
different points z1 , z2 , z3 on the boundary of Im z > 0, i.e. the zh 
are different real numbers. The images of these points are boundary 
points of Im w > 0, i.e. the wh = w (zh) are three real numbers. 
Then the function w = w (z) is defined by (34.15), from which we 
obtain (34.21), where a, b, e, and d are real numbers. 

Let us show that ad- be > 0. In view of the principle of corre­
spondence of boundaries (Sec. 33), the conformal mapping w = 
w (z) transforms the real axis Im z = 0 into the real axis Im w = 
0 with preservation of sense. Hence, for real z = x we have 

1~1-01641 
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arg w' (x) > 0, i.e. 

, ( ) ad-be O 
w X = (cz+d)• > · 

whence ad - be > 0. 0 
Example 5. The conformal mapping w =W (z) of the circle I z 1 < 1 

Fig. 87 

onto the circle I w I < 1 that satisfies the conditions w (z0) = zc0 

and arg w' (z 0) = a is given by the formula 

Proof. The function 

W-W0 

1-ww0 

_z_--=zo'-- e i'X. 

1-zz0 

~ = g (z) = z-zo eia 
1-zz0 

(34.22) 

maps the circle I z I < 1 onto the circle I ~ I < 1 in a way such that 
g (z0 ) = 0 and arg g' (z0) =a (see Example 3). The function 

~=h(w)= w-w0 

1-WWo 

maps the circle I w I < 1 onto the same circle I ~ I < 1 in a way 
such that h (w0) = 0 and arg h' (w0) = 0 (Example 3). Hence, the 
function w = w (z) given by (34.22) maps the circle I z I < 1 onto 
the circle I w I < 1 in a way such that w (z0) = w0 and arg w' (z 0) = 
a. 0 

Example 6. The conformal mapping w = w (z) of the half-plane 
I m z > 0 onto the half-plane Im w > 0 that satisfies the conditions 
w (z0 ) = w0 and arg w' (z0) = a is defined thus: 

W-Wo = z-_:o eiet, 
w-w0 z-z0 

The proof of the proposition is similar to the proof of formula 
(34.22). 0 
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35 Conformal Mapping Performed by 
Elementary Functions 

35.1 The function w = z2 Let us study the properties of the 
function w = z2 (some were discussed in Sec. 8). 

(1) Univalence. The reader will recall that the function w = z2 

is univalent in a domain D if and only if there are no two different 
points z1 and z2 in D related through the formula 

z1 = --z2• (35.1) 

Condition (35.1) implies that points z1 and z2 are symmetric with 
respect to point z = 0. Thus, the function w = z2 is univalent in 

Fig. 88 

a domain D if and only if this domain has not a single pair of points 
that are symmetric with respect to point z = 0. For instance, the 
function w = z2 is univalent in the half-plane whose boundary 
passes through the point z = 0. 

Example 1. (a) The function w = z2 maps the upper half-plane 
conformally onto the complex w plane with a cut along the ray 
[0, +oo), domain G (see Fig. 35, Sec. 8). 

(b) The function w = z2 maps the lower half-plane conformally 
onto the same domain G (see Fig. 36, Sec. 8). 0 

Let us study the mapping of the coordinate chart performed by the 
function w = z2 for the polar and Cartesian systems of coordinates. 

(2) The images of rays arg z = a and arcs of circles I z I = p. The 
lines arg z = const and I z I = const constitute a coordinate chart 
in the complex z plane (polar coordinates). In Sec. 8 it was shown 
I hat the function w = z2 maps (a) the ray arg z = a into the ray 
arg w = 2a, and (b) the arc I z I = p, a~ arg z ~~.with~-- a:< 
JT, into the arc I w I= p2 , 2a ~ arg w ~ 2~ in a one-to-one manner. 

Example 2. From Properties 1 and 2 it follows that the function 
u• = z2 maps the annular sector S: p 1 < I z I< p 2 , 0 < arg z < 
rt.. ~ Jt, with 0 ~ p1 < p 2 ~ +=· conformally onto the annular 

:-;ector S: Pi< I w I< p~. 0 < arg w < 2a (Fig. 88). D 
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(3) The images of straight lines Re z = c, Im z =c. Let us show 
that the function w = z2 maps (a) the straight line Re z = c into 
the parabola 

v2=2p ( -f--u), (35.2) 

and (b) the straight line Im z = c into the parabola 

v2= 2p ( u+ :) (35.3) 

in a one-to-one manner. Here p = 2c2 and w = u + iv. 
Indeed, 

w = u + iv = z2 = (x + iy)2 = x2 - y2 + 2xyi, 

i.e. u = x2 - y2 and v= 2xy. 1f Re Z= X= c, -oo < y < +oo, then 

u = c2 - y2 , v = 2cy, 

from which formula (35.2) follows. Similarly, for Im z = y = c 
we have (35.3). 

If c = 0, then p = 0, and the parabola (35.2) degenerates into 
the ray (-oo, 0] traversed twice, i.e. the straight line Re z = 0 
is mapped into the ray (-oo, 0] traversed twice (Fig. 37, Sec. 8). 
Similarly, the straight line Im z = 0 is mapped into the ray [0, +oo) 
traversed twice (Fig. 88). 

Note that any parabola of the form (35.2) intersects any parabola 
of the form (35.3) at a right angle, in view of the fact that angles are 

b 0 a 

Fig. 89 

preserved in conformal mappings. The foci of the parabolas (35.2) 
and (35.3) lie at the same point w = 0. 

Example 3. Properties 1 and 3 imply that the function w = z2 

maps the rectangle depicted in Fig. 89 onto the curvilinear quadrangle 
bounded by arcs of the parabolas (35.2) and (35.3). 0 
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35.2 The function w = Vz The properties of the function 
w = Vz, which is the inverse of w = z2 , were discussed in Sees. 13 
and 22. The reader will recall that Vz is analytic in the complex z 

w=fl(z) 

Fig. 90 

.J!jj 
zy2 

/(///////////,////4&/@'////////, 

-iVf 

plane with points z = 0 and z = oo deleted, while in the complex z 
plane with a cut connecting points 0 and oo it splits into two regular 
branches. 

Example 4. Let D be the complex z plane with a cut along the ray 
[0, +oo) (Fig. 47, Sec. 13). In this domain the function Vz splits 
into two regular branches, 11 (z) and 12 (z) = -11 (z), where 11 (x + 
iO) = Vx > 0 for positive x's, i.e. the function 11 (z) assumes 
positive values on the upper bank of the cut. The function w = 
II (z) maps D conformally onto the upper half-plane Im w > 0, 
while the function w = I 2 (z) maps D conformally onto the lower 
half-plane Im w < 0 (Fig. 47, Sec. 13). D 

Example 5. Let D be the complex z plane with a cut along the ray 
(-oo, 0] (Fig. 48, Sec. 13). In this domain the function Vzsplits 
into two regular branches, 11 (z) and 12 (z) = -11 (z), where 11 (1) = 
1. The function w = 11 (z) maps D conformally onto the half­
plane Re z > 0, while the function w = 12 (z) maps D conformally 
onto the half-plane Re z < 0 (Fig. 48, Sec. 13). D 

Example 6. Let D be the exterior of the parabola y2 = 2p (x + p/2) 
(p > 0 and z = x + iy), i.e. the domain y2 > 2p (x + p/2) 
(Fig. 90). In this domain, Vz splits into two regular branches, 
II (z) and 12 (z) = -11 (z), where II (-p/2) = i V p/2. Example 3 
(Fig. 89) implies that w =II (z) maps D conformally onto the half-
plane Im w > V p/2, while w = 12 (z) maps D conformally onto the 
half-plane Im w < - V p/2 (Fig. 90). D 

Example 7. Let D be the half-plane Im z > 0 with a cut along 
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the segment [0, ih] (h > 0) (Fig. 91). Let us find the conformal 
mapping of D onto the upper half-plane I m w > 0. 

(a) The function \; = z2 maps D conformally onto the complex \; 
plane with a cut along the ray [-h2 , +oo) (Fig. 91), domain D 1 ; 

(b) the function fJ = \; + h2 (a translation) maps D 1 conformally 
onto the complex fJ plane with a cut along the ray [0, +oo) (Fig. 91), 
domain D 2 ; 

(c) the function w = VY] (precisely, its regular branch in D 2 
that assumes positive values on the upper bank of the cut along 
[0, +oo)) maps D 2 conformally onto the half-plane Im w >0 
(Example 4). 

Hence, the combination of mappings (a)-(c), i.e. the function w = 
Vz2 + h2 , maps D conformally onto the half-plane Im w > 0 
(Fig. 91). 0 

w=..Jz2+h2 0 
W10'#ff/ff/?4!WM1= 

W=Vll 

0 I 
-~Y?* 22 222222 2222 2 22 '222 zp c pnzup??uuu 

0 

Fig. 91 
35.3. The function w = za The properties of the power function 

z~ were discussed in Sec. 22. There we considered the following 
example: 

Example 8. The function w = za, a > 0, maps the sector 0 < 
arg z < B::;;; 2n, with B::;;; 2n/a, conformally onto the sector 
0 < arg w < aB (Fig. 61, Sec. 22). D 

Remark 1. In Example 8 and in what follows the symbol za stands 
for the following function: 

za.= izlaeia arg z, (35.4) 
defined in the sector 0 < arg z < 2n. 

We note the following particular case of Example 8. 
Example 9. Suppose S is the sector 0 < arg z < B ::;;; 2n. Then 

the function w = zntf3 maps S conformally onto the upper half-plane 
Im w >0. D 

Let us consid,er a domain D that is bounded by two arcs of circles 
that intersect at points a and b at an angle a (Fig. 92). This domain 
is called a lune. We will show that the luneD can be mapped conform­
ally onto the upper half-plane via a linear-fractional and a power 
function. 
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Let us apply the linear-fractional transformation s = :=~, 
with s (a) = 0 and s (b) = oo. This transformation maps the arcs 
bounding D into arcs intersecting at point s = 0 at an angle a 
(see Sec. 34). Hence, the lune D is transformed into the sector ~ < 
arg s < ~ +a, where ~ is a real 
number. 

The rotation 'YJ = se-il3 maps this 
sector into a new sector, 0 < arg 11 < 
a, which the function w = 'Y]nta 

maps onto the half-plane Im w > 0 
(Example 9). Thus, the function 

W= ( :=: e-i(3r/a 

maps the lune D conformally onto Fig. 92 
the upper half-plane. 0 

Example 10. The following functions perform conformal mappings 
of the domains depicted in Fig. 93 onto the upper half-plane: 

(a) W=( / z r/3' (b) w=( !+: )2/3' (c) W=( :+~ r/3' 
(d) w = V 1 ~ z , (e) w = y i ; ~! , (f) w = V := ~. D 

-1 

0 
(a) (c) 

i 

~ 
0 -] 1 2 

(d) (e) (t) 

Fig. 93 

35.4 The function w = e" Some of the properties of the function 
zc = ez were discussed in Sec. 8. Let us recall these properties. 

(1) Univalence. The function w = ez is univalent in a domain D 
if and only if this domain has not a single pair of points z1 and z2 

that obey the relationship 
z1 - z2 = 2kni, k = +1, +2, .... (35.5) 
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For instance, w = ez is univalent in the strip 0 < Im z < 2n 
and maps this strip conformally onto the complex w plane with 
a cut along the ray [0, +<X>) (Fig. 38, Sec. 8). 

Let us study the mapping of the coordinate chart Re z = const, 
Im z = const performed by w = ez. 

(2) The images of straight lines Re z = c, Im z =c. In Sec. 8 
it was found that w = ez maps (a) the segment Re z = c, a~ 
Im z ~ b, b- a< 2n, into the arc I w I = ec, a~ arg w ~ b, 
and (b) the straight line Im z = c into the ray arg w = c in a one­
to-one manner. 

Example 11. Properties 1 and 2 imply that the function w = ez 
maps the rectangle c1 < Re z < c2 , a< Im z < b, with -oo ~ 
c1 < c2 ~ +oo and b -a~ 2n, conformally onto the annular 
sector ec, < I w I < ec•, a < arg w < b. Some particular cases 
of such mappings are shown in Fig. 94. 0 

0 
:ti 

/ ///fi/ft// /(( ///(f<«</(//ffl/f//(//4 

0 

c 
0 

0 :Jru 

0 

W=ez 

(a) 

(b) 

(c) 

Fig. 94 

b 
-1 I 

35.5 The function w = In z The properties of the function 
w =In z, which is the inverse of w = ez, were discussed in Sees. 13 
and 21. The reader will recall that w = ln z is analytic in the com-
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plex z plane with points z = 0, oo deleted, while in the complex z 
plane with a cut from point z = 0 to point z = oo it splits into an 
infinite number of regular branches. 

Here are two examples of conformal mappings performed by w = 
ln z and discussed in Sees. 13 and 21. 

Example 12. Suppose D is the complex z plane with a cut along 
the ray [0, +oo) (Fig. 49, Sec. 13). In this domain the function In z 
splits into the regular branches 

(In z)11 =In I z I + i (arg z) 0 + 2kni, k = 0, ±1, +2 ••.. , 

where 0 < (arg z}0 < 2n. The function w = (In zh maps D con­
formally onto the strip 2kn < Im w < 2 (k + 1) n (Fig. 49). 0 

Example 13. The function w = ln z maps the sector 0 < arg z < 
a~ 2n conformally onto the strip 0 < Im w <a (Fig. 60, 
Sec. 21). Here In z = In I z I + i arg z, 0 < arg z < a. 0 

35.6 The Zhukovskii (Joukowski) function Consider the function 

(35.6} 

This function is known as the Zhukovskii (or Joukowski) function~ 
named after N. E. Zhukovskii, a Russian applied mathematician 
and aerodynamicist who was the first to use it widely in aerodynam­
ics. This function is regular at all points except z = 0 and z = oo, 

with w' (z) = ~ ( 1 - ; 2 } • These two points are first order poles 

for the Zhukovskii function. Hence, function (35.6) is univalen at 
all points except +1, since w' (z) =1= 0 for z =/= ±1, and is not u.ti­
valent at z = ±1, since w' (+1) = 0 (see Sec. 32.2). Let us prove­
the following property. 

(1) Univalence. The Zhukovskii function w = + ( z + +) 
is univalent in a domain D if and only if this domain does not contain 
a pair of different points z1 and z2 that obey the following relation­
ship: 

Indeed, suppose + ( z1 + ;1 ) = + ( z2 + z12 ) • Then (z1 - z2) 

( 1 --1-) = 0, from which it follows that either z1 = z2 or z1z2 = L 
ZtZ2 
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Geometrically, Eq. (35.7) means that point z2 = 1/z1 is obtained 
from point z1 by a double symmetry transformation: with respect 
to the circle I z I = 1 and with respect to the straight line Im z = 0 
(Fig. 84, Sec. 34). Thus, the Zhukovskii function is univalent in 
a domain if and only if the domain contains not a single pair of 
<lifferent points in which one of the points can be obtained from the 
other by the above-mentioned symmetry transformation: with re­
spect to the unit circle and with respect to the real axis. 

Example 14. The Zhukovskii function w = + ( z + +) is uni-

·valent in the following domains: 
(a) I z I > 1, the exterior of the unit circle; 
(h) I z I < 1, the unit circle; 
(c) Im z > 0, the upper half-plane; 
(d) Im z < 0, the lower half-plane. D 

~ 

Remark 2. Suppose D is the domain whose points are 1/z, zED. 
Then the Zhukovskii function is univalent in D if and only if D 

and iJ have no common points. The images of D and f5 obtained as 
a result of the mapping performed by the Zhukovskii function coin­
dde, since w (z) = w (1/z). 

(2) The il1Ulges of circles and rays. Let us find the images of circles 
I z I = p and rays arg z = a (the polar coordinate chart) obtained 
as a result of mapping performed by the Zhukovskii function. Putting 

z = reicp and w = u + iv in (35.6), we obtain u + iv = ; (reicp + 

1 . ) 7 e-•cp , whence 

u = - 1- ( r _L _!_ ) cos rn 2 1 r -r• 
1 ( 1 ) . V=T r- 7 sm<p. (35.8) 

Take the cirele 

z = peiiP, 0 ~ <p ~ 2n (35.9) 

(p is positive and fixed). From (35.8) it follows that the Zhukovskii 
function maps (35.9) into the ellipse 

1 ( 1 ) . v= 2 p-P sm<p, 

with the semiaxes; ap =; (P +~)and bp =; /P- ~~ and 

the foci at w = +1, since aJ- b3 = 1. By solving Eqs. (35.10) 
for cp and assuming that p =I= 1, we can rewrite the equation of tho 
ellipse in canonical form: 

u2 vz 
-2 +-b2 =1. 
ap P 

(35.11) 
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Note that if we replace p with 1/p (p =F 1), the ellipse (35.10) 
does not change, but its orientation changes to the opposite. Fig­
ure 95 shows circles I z I = p, p > 1, oriented clockwise and their 
images, ellipses (35.11); from (35.10) we can see that the ellipses are 

Fig. 95 

also oriented clockwise. Figure 96 shows circles I z I = p, 0 < p < 1, 
and their images, ellipses (35.11)-the orientation has changed: 
a circle I z I = p oriented counterclockwise is mapped into an ellipse 
(35.11) oriented clockwise. 

For p = 1 the ellipse degenerates into the segment [-1, 1] tra­
versed twice, i.e. the circle I z I = 1 is mapped into the segment 
[-1, 1] traversed twice (see Figs. 95 and 96). 

Consider the ray 

z = nia., 0 < r < += (35.12) 

(a is fixed). Under the mapping performed by the Zhukovskii func­
tion the ray is mapped into the curve (see (35.8)) 

.u=i-(r++) cosa, v=+(r-+) sina, O<r<+oo. (35.13) 

Solving Eqs. (35.13) for r and assuming that a =F kn/2 (k is an inte­
ger), we obtain 

u2 v2 
-----=1 cos2 a sin2 a · (35.14) 

The curve given by (35.14) is a hyperbola with the foci at points 
w = +1 and the asymptotes v = ±u tan a. 
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If 0 <a< n/2, then curve (35.13) is the right branch of hyper­
bola (35.14), i.e. the ray (35.12) for 0 <a< n/2 is mapped into 
the right branch of hyperbola (35.14) (the orientation is shown in 

Fig. 96 

Fig. 97). If we substitute n·- a for a in (35.13), we have the left 
branch of the same hyperbola (35.14), whence the ray (35.12) for 
n/2 <a< n is mapped into the left branch of hyperbola (35.14), 
but the orientation changes to the opposite. 

Let us consider the rays (35.12) at a = kn/2 (k is an integer). 
From (35.13) it follows that the ray arg z = n/2 is mapped into the 

Fig. 97 

imaginary axis Re w = 0 (Fig. 97). The ray arg z = 3n/2 is also 
mapped into the imaginary axis Re w = 0. For a = 0 the curve 
(35.13) degenerates into the ray [1, +oo) traversed twice (or the ray 
is folded) (Fig. 97), i.e. the ray arg z = 0 is mapped into the ray 
[1, +oo) traversed twice, namely, the ray [1, +oo) is mapped into 
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the ray [1, +oo) and the half-interval (0, 1] into the ray ( +oo, 1] 
(Fig. 97). Similarly, the ray arg z = n is mapped into the ray 
(-oo, -1] traversed twice (Fig. 97). 

Thus, the Zhukovskii function w = + { z + +) maps circles lz I = 

p into ellipses (35.11) and rays arg z = a into branches of hyper­
bolas (35.14); the foci of all ellipses (35.11) and hyperbolas (35.14) 
are at points w = ±1, and any ellipse (35.11) intersects any hyper­
bola (35.14) at a right angle. 

Example 15. SupposeD is the exterior of the unit circle (Fig. 95). 
Let us find the domain onto which D is mapped by the Zhukovskii 
function, which is univalent in D (see Example 14). Here are two 
ways in which this can be done. 

( 1) The images of circles I z I = p , p > 1, are ellipses (35 .11), 
which fill the entire complex w plane with a cut along the segment 
f-1, 1]. Hence, the Zhukovskii function maps the exterior of the 
unit circle conformally onto the exterior of the segment [-1, 1] 
(Fig. 95). 

(2) The ray 
z = re«a., 1 < r < +oo 

is transformed into the curve 

u= ; {r++) cos a, V= : (r-+) sin a, 

i<r<+oo 

(35.15) 

(35.16) 

which is a part (a half) of hyperbola (35.13). When a changes from 0 
to 2n, the curves (35.16) fill the entire complex w plane with a cut 
along the segment [-1, 1] (Fig. 95). Hence, the Zhukovskii function 
maps the exterior of the unit circle conformally onto the exterior of 
the segment [-1, 1] (Fig. 95). 

Note that the circle I z I = 1 oriented clockwise (the boundary 
of domain D) is mapped into the cut along the segment [-1, 1]; 
precisely, the semicircle I z I = 1, Im z > 0 is mapped into the 
upper bank of the cut and the semicircle I z I = 1, Im z ~ 0 is 
mapped into the lower bank of the cut (Fig. 98). In other words, the 
circle I z I = 1 is "flattened" into the cut along the segment [ -1, 1] 
with preservation of sense. D 

Example 16. As in Example 15, we can show that the 

Zhukovskii function w =-} ( z+ +) maps the unit circle lz 1 < 1 
conformally onto the exterior of the segment [-1, 1] (Fig. 96). 
This proposition also follows from Example 15 and Remark 2. 

Note that under this mapping the circle I z I = 1 oriented counter­
clockwise (the boundary of the circle I z I < 1) is transformed into 
the cut along the segment [-1, 1] oriented clockwise. Precisely, the 
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semicircle I z I = 1, Im z > 0 is mapped into the lower hank of the­
cut and the semicircle I z I = 1, Im z ~ 0 into the upper hank 
(Fig. 99). 0 

Example 17. As in Example 15, we find that the Zhukovskii 

function w =-}- ( z ++) maps the upper half-plane Im z > 0 

a' 
-I <JZ7i'm'z9>????22~ 

-1 b 1 

Fig. 98 

conformally onto the complex w plane with cuts along the rays 
(-oo, 1] and [1, +oo) (Fig. 97). Under this mapping 

(a) the ray (-oo, -1] is transformed into the upper bank of 
the cut along the ray (-oo, -11. 

0 

/ b' 
azz!mZazazzazzeazwza 1 

Fig. 99 

(b) the half-interval [-1, 0) into the lower bank of the cut 
(-oo, -1], 

(c) the half-interval (0, 11 into the lower bani{ of the cut [1, +oo), 
(d) the ray [1, +oo) into the upper hank of the cut [1, +oo) 

(Fig. 100). 0 
Example 18. From Example 17 and Remark 2 it follows that 

the Zhukovskii function w = + { z + +) maps the lower half-plane 
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Im z < 0 conformally onto the complex w plane with cuts along the 
rays (-oo, -1] and [1, +oo). 0 

In Figs. 95-97 the annular sectors in the complex z plane and their 
images in the complex w plane obtained as a result of mappings per-

0 
a 

0 
b' b 

-I 0 
c f2 2 u ;!> e u;Rwu 
1 a' 

zulenzua 1 

-1 

Fig. 100 

0 

Fig. 101 

(a) 

/(//////4(":'M'rf'//////////fl'6{/M4W?{f('/#~/(/c:: 
-1 0 I 

(b) 

Fig. 102 

formed by the Zhukovskii function are shown by heavy lines. The· 
following particular cases of such mappings are often used in the· 
conformal mapping of various domains. 

Example 19. The Zhukovskii function w = + ( z ++)maps' 
con formally 
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(a) the domain Im z > 0, I z I > 1 (Fig. 101) onto the upper 
half-plane Im w > 0 (from Fig. 95); 

i'j) 

\) 

0 
~ 

ibp 

-ip 

~ -ibp 

Fig. 103 

0 

Fig. 104 

(b) the semicircle I z I< 1, Im z < 0 (Fig. 102) onto the upper 
half-plane Im w > 0; the semicircle I z I < 1, Im z > 0 (Fig. 102) 
onto a lower half-plane Im w < 0 (from Fig. 96). 
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(c) the domain I z I > p > 1 (Fig. 103) onto the exterior of the 
ellipse (35.11) (from Fig. 95); the circle I z I < p < 1 (Fig. 103) 
onto the exterior of the ellipse (35.11) (from Fig. D6); 

Fig. 105 

(d) the sector ex < arg z < n - ex, with 0 < ex < n/2 (Fig. 104), 
onto the exterior of the hyperbola (35.14) (from Fig. 97); 

(e) the sector 0 < arg z <ex, with 0 <ex< n/2 (Fig. 105), onto 
the interior of the right branch of the hyperbola (35.14) with a cut 
along the ray [ 1, +oo) (from Fig. 97); 

Fig. 106 

(f) the sector 0 < arg z <ex, I z I > 1, with 0 <ex< n/2 
(Fig. 106), onto the domain u2/cos2 ex- v2/sin2 ex> 1, with u >0 
and v > 0 (w = u + iv) (from Fig. 97). 0 
~0-01641 
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35.7 The inverse of the Zhukovskii function Solving the equa­

tion w = ~ ( z + +) for z, we arrive at z = w + V w2 - 1, 

which means that the function 

W=z+ Vz 2 -1 (35.17) 

is the inverse of the Zhukovsldi function. Hence the mapping per­
formed by (35.17) is the inverse of the mapping performed by the 
Zhukovskii function. 

Some properties of the function (35.17) were discussed in Sec. 24. 
We recall that this function is analytic in the complex z plane with 

-I 

a 
CJ2ftm9 an a z f&'I2I2.WID 

-1 b 1 

Fig. 107 

0 b' a' 
:#/#//~P//$/7~//M 

-I 0 I 

a 
?'??????;?!fptt>?#J I f?p!Uzpn;uam 

-I I b 

~~ 
-1 Ou' I b' 

Fig. 108 
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roints z = + 1 deleted, \vhile in the complex z plane with a cut con­
necting points z = +1 it splits into two regular branches. 

Example 20. Suppose D is the complex z plane with a eut along 
the segment [-1, 1] (Fig. 107). In this domain the function z + 

b' 

0 a 

Fig. 109 

V z2 - 1 splits into two regular branches, II (z) and f 2 (z), where 
II (oo) = oo and / 2 (oo) = 0 (see Sec. 24). From Examples 15 and 16 
(Figs. 98 and 99) it follows that the function w =II (z) maps D 
conformally onto the exterior of the unit circle, while the function 
w = / 2 (z) mapsD conformally onto the circle I w I< 1 (Fig. 107). 0 

Example 21. Let D be the complex z plane with cuts along the rays 
(-oo, -1] and [1, +oo) (Fig. 108). In this domain the function 
z -t- Y z2 - 1 splits into two regular branches, II (z) and f 2 (z), 
with fi (0) = i and / 2 (0) = -i (see Sec. 24). From Examples 17 
and 18 it follows that the function w =II (z) maps D conformally 
onto the upper half-plane Im w > 0, while the function w = 12 (z) 
maps D onto the lower half-plane Im w < 0 (Fig. 108). 0 

Example 22. In the half-plane lm z > 0 the function z + V z2 - 1 
splits into two regular branches, II (z) and / 2 (z), with II (0) = i 
and I 2 (0) = - i. The mappings performed by these functions are 
shown in Fig. 109 (cf. Figs. 101 and 102a). 0 

35.8 Trigonometric and hyperbolic functions Let us study the 
conformal mappings performed by trigonometric and hyperbolic 
functions. 

Example 23. We wish to show that the function w =cosh z maps 
the semistrip 0 < Im z < n, Re z > 0 conformally onto the upper 
half-plane Im w > 0 (Fig. 110). 
20* 
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Indeed, the function w = cosh z = ~ (e 2 + e-2) is a combination 
of two functions: 

As a result of performing the mappings ~ = e2 (Fig. 94b) and w = 

~ ( ~ + T) (Fig. 101) sequentially we obtain the mapping shown 
in Fi,l!. 110. 0 

:ti 
2 

w=cosh z 

( :n:i 
z=arcosh w, z 0)=2 

Fig. 110 

Example 24. We wish to show that the function w =cos z maps 
the semistrip -n < Re z < 0, Im z > 0 conformally onto the 
upper half-plane Im w > 0 (Fig. 111). 

0 
W=COS Z 

z=arc cos w, z(O)=-T 0 

-J 0 1 

Fig. 1H 

Indeed, since cos z =cosh (-iz), performing first the mapping 
~ = -iz (rotation about point z · 0 by an angle of -n/2) and then 
the mapping w = cosh ~ (Fig. 110), we arrive at the mapping shown 
in Fig. 111. 0 · 
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Example 25. Let us show that the function w =sin z maps the 
semistrip -rt/2 < Re z < rr/2, Im z > 0 conformally onto the 
upper half-plane Im w > 0 (Fig. 112). 

Indeed, we can write sin z = cos (z - rr/2). This means that if 
we first perform the translation ~ = z - :rr./2 and then the mapping 

/ 

_11. 
2 

0 

W=sin z 

z=arc sin w, z(O) =0 

~ 
-1 0 1 

Fig. 112 

w =cos ~(Fig. 111), we arrive at the mapping shown in Fig. 112. 0 
Example 26. Let us show that the function w =tan z maps the 

strip -:rr./4 < Re z < :rr./4 conformally onto the unit circle I w I < 1 

w=tanz 

Z=arc tan w, z(O)='O 

! 
0 1 

Fig. 113 

(Fig. 113). Note that this mapping satisfies the conditions w (0) = 0 
and arg w' (0) = 0. 

Indeed, since 
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we can think of the mapping w = tan z as the combination of three 
mappings: 

~ 1]-1 
~=2iz, TJ=e", w=(-i) IJ+i. 

Performing these mappings in the above-mentioned order, we arrive 
at the mapping shown in Fig. 113. 0 

The examples we have considered show that mappings performed 
by trigonometric and hyperbolic functions are reduced to combina­
tions of the mappings discussed in Sees. 34 and 35.1-35.7. 

35.9 Various examples The conformal mappings discussed in 
Sees. 34 and 35.1-35.8 are classical, so to say. They can be used to 

D 

pzaz -,z_ zuaaza, 
a 

Fig. 1.14 Fig. 115 

find the conformal mappings of other simple domains. Example 27-33 
below give the conformal mappings w = w (z) of a given domain D 
in the complex z plane onto the upper half-plane Im w > 0. 

Example 27. SupposeD is the complex z plane with cuts along the 
rays (-oo, a] and [b, +oo), with -oo <a< b < + oo (Fig. 114). 
There are two ways in which we can perform the mapping. 

(a) Just as in Example 10 (Fig. 93f), we find that 

/ z-b h ( a+b ) . w :== V -;=;,;- , w ere w - 2- = L 

(b) The linear function ~=(z- a!b) b!:_a (a transla­

tion and a stretching) maps D onto the complex ~ plane 
with cuts along the rays (-oo, -1] and [1, +oo). Then, as in 
Example 21 (Fig. 108), we perform the mapping w = ~ + V ~2 - 1, 
with w l~=o = i. 0 

Example 28. Suppose D is the half-plane Im z > 0 with a cut 
along the arc I z I = 1, 0 ~ arg z ~a, with 0 <a< n (Fig. 115). 
There are two ways in which we can perform the mapping. 

(a) The function ~ = (z - 1)/(z + 1) maps the half-plane Im z > 
0 onto the half-plane Im ~ > 0 (Sec. 33), while the cut along 
the arc is mapped into a cut along the segment [0, ih], since 1 -+ 0 
and -1-+ oo, with h =tan (a/2). After this, as in Example 7 
(Fig. 91), we perform the mapping w = V~2 + h2 , where w (x + 
iO) > 0 for x > 1. 
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(b) The Zhukovskii function ~ = ; ( z + ! ) maps D onto the 
complex ~ plane with cuts along the rays (-oo, -1] and [cos a, 
+oo) (from Fig. 97). After this we follow Example 27. D 

Example 29. Suppose D is the strip 0 < Im z < n with a c.ut 
along the segment [0, id], where 0 < d < n (Fig. 116). The function 
~ = ez maps D onto the domain shown in Fig. 115. After this we 
follow Example 28. D 

Example 80. Suppose D is the strip -n < Im z < n with a cut 
along the ray [a, +oo), where a is a real number (Fig. 117). The 

rri 
'l!/14///k'//////(////(/(/// 1(/1//fl'(//ft////4 

a 
-ni 

7/////Tm////? / » /18'"'»""/ /,..,.;;.,.../;.,.,/..,., /?"'//,..,..??,..,./ /,..,.?> ... » ... / 

Fig. 116 Fig. 117 

function ~ = ez maps D onto the complex ~ plane with cuts along 
the rays (-oo, 0] and [ea, +oo). After this we follow Example 27. 0 

Example 81. SupposeD is the semistrip 0 < Im z < n, Re z > 0 
with a cut along the segment [ni/2. a + ni/2], with a > 0 (Fig. 118). 

Fig. 118 Fig. 119 Fig. 120 

The function ~ = cosh z maps D onto the half-plane Im ~ > 0 
with a cut along the segment [0, i sinh a] (from Example 23). 
After this we follow Example 7. D 

Example 82. Suppose D is the domain Re z > 0, I z- 1 I > 1 
with a cut along the segment [2, 3] (Fig. 119). The function ~ = 1/z 
maps D onto the strip 0 < Re ~ < 1/2 with a cut along the segment 
[1/3, 1/2], domain D 1 • Then a linear function can be used to map D 1 
onto the domain sho,vn in Fig. 116. After this we can follow 
Example 29. D 

Example 33. SupposeD is the domain I z - 1 I > 1, I z - 2 I < 2, 
Im z < 0 (Fig. 120). The function ~ = 1/z maps D onto the semistrip 
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D 1 : 1/4 < Re ~ < 1/2, Im ~ > 0. Then a linear function can be used 
to map D 1 onto the domain shown in Fig. 111. After this we can 
follow Example 24. D 

In Examples 34-37 below the functions w = w (z) map a given 
domain D in the complex z plane onto the unit circle I w I < 1. 

Example 34. Suppose D is the complex z plane with a cut along 
the segment [a, b), where -oo <a< b < +oo (Fig. 121). The 

linear function ~ = ( z- _atb ) b~a (a translation and a stretch-

D 
(J/2 ?22222222) c? >???? 2 ??>~ 

Fig. 121 Fig. 122 

ing) maps D onto the exterior of the segment [-1, 11. Then, just 
as in Example 20 (Fig. 107), we employ the function w = ~ + 
V~2 - 1, with w (oo) = 0. D 

Example 35. Suppose D is the circle I z I < 1 with a cut along 
the segment [-1, a), where -1 <a< 0 (Fig. 122). The Zhukovskii 

q r- n 

Fig. 123 Fig. 124 

function ~ = {- ( z + +) maps D onto the complex ~ plane with 

a cut along the segment [ + (a + ~ ) , 1 }from Fig. 96). After this 
we can follow Example 34. D 

Example 36. Suppose D is the domain I z I > 1 with cuts along 
the segments [a, -1] and [1, b), where -oo <a< -1 and 1 < 
b < +oo (Fig. 123). The Zhukovskii function ~ = ~ ( z + ! } 
maps D onto the exterior of the segment [a', b'], where a' = 
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~ (a + ~) and b' = ~ ( b + ! ) (from Fig. 95). After this we can 

follow Example 34. 0 
Example 37. Suppose D is the circle I z I < 1 with a cut along 

the segment [0, 1] (Fig.124). The Zhukovsldi function~= ~ ( z+ ! ) 
maps the domain D onto the complex s plane with a cut along the 
ray [-1, +oo) (from Fig. 96), domainD1 . The functiontl = V~ + 1. 
with 11 1~=- 5 = 2i, maps D 1 onto the half-plane Im 11 > 0. Finally, 
the function w = (1'] - i)/(1'] + i) maps the half-plane Im 1'] > 0 
onto the circle I w I < 1 (see Sec. 34). 0 

Various examples of conformal mappings performed by elementary 
functions can be found in Koppenfels and Stallmann [ 1]. 

Example 38. SupposeD is the domain Im z < 0, I z + il I > R, 
where l > R > 0 (Fig. 125). This domain can be called a noncon-

0 ia 

Fig. 125 

centric annulus (a straight line is a circle with an infinite radius). 
Let us find the function that maps D conformally onto a concentric 
annulus. We start by determining two points that are symmetric 
with respect to the straight line Im z = 0 and with respect to the 
circle I z + il I = R simultaneously. These points must lie on a 
common perpendicular to the straight line and the circle (Sec. 34), 
i.e. on the imaginary axis. From the fact that these two points are 
symmetric to the straight line Im z = 0 we conclude that they are 
+ia and -ia, with a > 0, while from the fact that they are sym­
metric with respect to the circle I z + il I = R we conclude that 
(l +a) (l- a) = R 2 , whence a = VP- R 2 • Let us show that 
the sought-for function is 

W= z+ia 
z-ia • (35.18) 

Indeed, under such a mapping the straight line Im z = 0 becomes 
the circle y in Fig. 125. By the property of symmetry preservation 
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(see Sec. 34), points z = ±ia are mapped into the points w = 0 
and w = oo symmetric with respect toy. Hence, w = 0 is the center 
of circle y. Since point w (0) = -1 belongs to y, we fmd that y 
is the circle I w I = 1 in Fig. 125. Reasoning along the same lines, 
we conclude that the circle I z + il I = R is mapped via (35.18) 

into the circle I w I = R 1 , where R 1 = RR+-l-a . By the prop-
l+a 

f'rty of boundary correspondence (see Sec. 33), the function (35.18) 

b 

Fig. 126 

maps D conformally onto the 
concentric annulus R 1 < 
I w I < 1 (Fig. 125). 0 

Example 39. Suppose D is 
the nonconcentric eire le 
I z + 1 I > 9, I z + 6 I < 16 
(Fig. 126). Let us find the 
function that maps D con­
formally onto a concentric an­
nulus. To this end we deter­
mine two points, a and b, 
that are symmetric with res­
pect to the circles 
I z + 1 I = 9 and I z + 6 I = 16 
simultaneously. These points 

lie on a common perpendicular to the circles, i.e. on the real axis 
(Fig. 126), which means that a and b are real. The fact that they are 
symmetric with respect to the given circles yields (see Sec. 34) 

(a + '1) (b + 1) = 81, (a + 6) (b + 6) = 256. 
Solving this system, we find that a = 2 and b = 26. As in Exam-

ple 38, \Ve can prove that the function w = ;_=:-;6 maps D con­

formally onto the concentric annulus 1/3 < I w I < 112. 0 
Example 40. Suppose D is the domain I z - ih I > V~1=-+-'---: -;l'""t2 , 

with h real. The boundary of D is the circle y centered at point ih 
and passing through the points z = +1, z = ia, and z = -i/a, 
with a = h + li1 1 h 2 (Fig. 127). We wish to show that the Zhu-

kovskii function w = ; ( z + ! ) is univalent in D. 

We start the mapping ~ = 1/z, with the points s placed in the 
same complex z plane. Under such a mapping the points z = +1 
remain in place, while the point z = ia is mapped into point z = 
-i/a, which means that y is mapped into itself (Sec. 34). Point 
z = oo is mapped into the point s = 0, which _lies inside y. Hence.:.,: 

the exterior D of y is mapped into the interior D of y. Since D and D 
have no common points, Remark 2 enables us to conclude that the 

Zhukovskii function is univalent in D (and in D). 
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Let us fmd the image of D obtained as a result of the mapping 
performed by the Zhukovskii function. We notice that we can write 

1 ( 1 ) w-1 ( z-1 )2 F h' 1 · k n· = 2 z + -z as w+i = z+i . or t IS reason we cant Illl 

of the Zhukovskii function as a combination of two functions: 

W= !~~, s=( ~+! v. 
Under the mapping s = ( :+! r the circle 1' is mapped into the 

c.ut along a ray 1' connecting points s = 0 and s = oo. Under the 

Fig. 127 

0 
~C' 

-T ~ 

f_L~ -
mapping w = 1 : ~ the ray 1' is mapped into the arc v' of a circle 

with its ends at points w = + 1. Since the function w = } ( z + ! ) 
maps point z = ia into point w = + ( ia - ~ ) = ih, the arc ')' 1 

passes through the point w = ih. Hence, the Zhukovskii function 
maps the exterior of 1' conformally onto the exterior of the arc v', 
which has its ends at points w = +1 and passes through point 
w = ih (Fig. 127). 

Note that the Zhukovskii function maps a circle C that is close 
to 1' and touches it at point z = -1 into a curve C' (Fig. 127) that 
resembles the cross section of an airfoil. N. E. Zhukovskii used curves 
like C' to calculate the aerodynamic lift on an airfoil (see Lavrent 'ev 
and Shabat [1]). 0 

36 The Riemann-Schwarz Symmetry Principle 

In this section we will study a method of analytic continuation 
using symmetry considerations. The method is known as the Rie­
mann-Schwarz symmetry prineiple and enables simplifying con-
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siderably the solution of problems that involve the conformal map­
ping of regions symmetric with respect to a straight line. 

36.1 Symmetry with respect to the real axis We start with 
Lemma 1 Suppose a curve y separates a bounded domain D into 

two domains, D 1 and D 2 (Fig. 128), and suppose we have a function 

X 

Fig. 128 Fig. 129 

f (z) that is regular in both D 1 and D 2 and is continuous in D. Then 
the function is regular in D everywhere. 

Proof. Without loss of generality we may assume that f (z) is 
continuous in D up to the boundary r of D. Consider the function 

F (z) =~ I' J..ill_d~. 
2ru J ~-z 

r 
(36.1) 

It is regular in D (see Sec. 16). If we prove that F (z) = f (z) for all 
z ED, the lemma will have been proved. 

Adding and subtracting integrals along y, we can write (36.1) 
for z E D 1 as 

(36.2) 

where r 1 is the boundary of D 1 (j = 1, 2). Here the integral along 
f 1 is equal to f (z) and the integral along r 2 is zero (see Sec, 10), 
i.e. F (z) = f (z) for z E D 1 • Similarly, F (z) = f (z) for z E D 2 • 

Hence, F (z) = f (z) for all z ED, since, by the hypothesis of the 
lemma, the function f (z) is continuous in D. 

Corollary 1 Suppose two domains, D 1 and D 2 , have no common 
points and border on a curve y (Fig. 128). Sup pose we have two junctions, 
/ 1 (z) and / 2 (z), that are regular in D1 and D 2 , respectively, and are 
ontinuous up to y. If the values of these junctions coincide on y, then 

F (z) = { f t (z), z EDt U -y, 
/ 2 (z), zED2 

(35.3) 
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is the analytic cintinuation of f1 (z) from domain D 1 into the domain 
D1 U Y U D2. 

In this case we will say that f 2 (z) is the analytic continuation of 
f1 (z) from D 1 into D 2 across curve y. 

In the theorem we will now prove, D is a domain whose boundary 
contains a segment y of the real axis, and D* is the domain symmetric 
to D with respect to the real axis (Fig. 129). 

Theorem 1 Let a function f (z) be regular in a domain D whose 
boundary contains a segment y of the real axis, and suppose domains D 
andD* have no common points. Iff (z) is continuous up toy and assumes 
real values on y, then it can be continued analytically into the domain 
D U y U D*. The continuation is given by the formula 

-{ f(z), zEDUy, 
F(z)- f(z), zED*. 

Proof. Let us prove that the function 

fdz) = .f (z), zED*, 

(36.4) 

(36.5) 

at each point z ED* has a derivative 1; (z). Consider the quotient 

f 1 (z+lu)-f1 (z) _ f(z+Llz)-/"""W -[f(z+Llz)-/(z)J (36.6) 
Llz - Llz - Llz • 

Since z ED*, \Ve can write z ED, and for a small dz the point z-+ Llz 
also belongs to D (Fig. 129). Hence, as dz-+ 0 the quotient (36.6) 

tends to finite limit equal to f' (z), i.e. 1; (z) = f' (z). Thus, 11 (z) 
is differentiable and, therefore, regular in D*. 

We will now show that the function F (z), defined by (36.4) is 
continuous in the domain D U y U D*. Indeed, from the fact that 
f (z) is continuous up to 1' it follows that lim f (z) =I (x), x E y, 

whence we find that lim f1 (z) =lim I (z) =I (x), i.e. 11 (z) is con-

tinuous up toy. Since I (x) = f (x) by the hypothesis of the theorem, 
we can write f1 (z) lzEv =I (z) lzE'l'· Hence, F (z) is regular in 
D U y U D *, by virtue of Lemma 1, and is the analytic continuation 
of f (z). 

Note that under the hypothesis of Theorem 1, f1 (z) defined by 
(36.5) is the analytic continuation of 1 (z) (from D into D* across y). 

Example 1. If an entire function I (z) assumes real values on the 
real axis, then for all values of z we have f (z) = f (z). For instance, 
e' = ez, sin z =sin z, cos z =cos z, sinh z =sinh z, and cosh z = 
cosh z. D 

Example 2. Suppose f (z) is regular in the half-plane lm z > 0 
everywhere except at a simple pole at point z0 (Im z0 > 0), is con-
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tinuous up to the real axis, and assumes real values on the real axis. 
Let us show that if this function remains bounded as z ._ oo, Im ;:; ~ 
0, then 

A A 
l(z)=--+---+C, 

z-zo z-zo 
(36.i) 

where A = Res I (z), and C is a real number. 
z-zo 

Indeed, in this case the function given by (36.4) is regular in the 
entire complex plane every\vhere except at simple poles at z0 and 
z0 , with Res F (z) =A (by virtue of (36.4)). Whence, the function 

g (z) = F (z) - _A_- A_ is entire and bounded. Therefore, 
z-zo z-zo 

by Liouville's theorem (Sec. 19), g (z) = canst, from which (.36. 7) 
follows. 0 

Example 3. Suppose I (z) is regular in the half-plane Im z > 0. is 
continuous up to the segments y1 : (-oo, a) and y2 : (b, +oo), 

W=j(Z) 

Fig. 130 

with -oo <a::::;;; b < +oo, and assumes real values on these seg­
ments. Then the function given by (36.4) is regular in the entire 
complex z plane with a cut along the segment [a, b]. 0 

Example 4. Let D 0 be the complex z plane with a cut along the 
segment [ -1, 1] and with point z = oo deleted. We wish to prove 
that in D 0 we can isolate a regular branch of 1/ z2 - 1. 

Indeed, by the monodromy theorem (Sec. 24), in the half-plane 
Im z > 0 we can isolate a regular branch I (z) of lf z2 - 1. Suppose, 
for the sake of definiteness, I (x) > 0 for x > 1. Then f (x) < 0 
for x < -1 (Sec. 24), and Example 3 yields that (36.4) is a regular 
branch of V z2 - 1 in D 0 • 0 

36.2 Applications of the symmetry principle Suppose the con­
ditions of Theorem 1 are met and also (Fig. 130) 

(a) the function w =I (z) maps domain D conformally onto 
a domain G in the upper half-plane Im w > 0; 

(b) tl1e image of segment y is a segment y' of the real axis Im w = 0 
ly' is a section of the boundary of G). 

Then Theorem 1 yields 
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Corollary 2 The junction F (z) defined by (36.4) maps domain 
D 0 = D U y U D* con formally onto the domain G0 = G U y' U G*, 
where G* is the domain that is symmetric to G with respect to the real 
axis lm w = 0 (Fig. 131). 

Example 5. Mapping the exterior of a cross onto a half-plane. Sup­
pose D 0 is the complex z plane with cuts along the ray [-4, +oo) 

W=F(z) 

Fig. 131 

and the segment [-3i, 3i] (Fig. 132). Let us find the function that 
maps D 0 onto the upper half-plane Im w > 0. 

At first it seems that l'] = z2 is the natural mapping (cf. Example 7 
in Sec. 35). But this mapping is not conformal because the function z2 

0 3i 

4 

Do 
c pzzzzzzzzzzpzzzzz, 

-s 

w=VS+;iz2+9 
- 3i 

Fig. 132 

w=VW 

W////J//9//7/,///7///, 
0 

is not univalent in D 0 (e.g. (4i) 2 = (-4i)2 = -16). We will then 
take only a "half" of D 0 • SupposeD is the upper half-plane lm z > 0 
with a c.ut along the segment [0, 3i] (Fig. 133). In such a domain the 
function l'J = z2 is univalent. 

From Example 7 in Sec. 35 it follows that the function \; = f (z) = 

ll z2 + 9 maps D conformally onto the domain G: lm \; > 0 
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(Fig. 133). Here f (z) is a regular branch of V z2 + 9 such that 
f (x + iO) > 0 for x > 0. Under such a mapping the segment y: 
(-oo, -4) is mapped into the interval y': (-oo, -5) (Fig. 133). 
In view of Corollary 2, the function ~ = F (z) = V z2 + \:J maps the 
domain D 0 = D U y U D* conformally onto the domain G0 = 
G U y' U G*, which is the complex ~ plane with a cut along the 
ray [ -5, +=) (Fig. 132). Here F (z) is the analytic continuation 

0 

Fig. 133 

y' 

(7"\ 
'0/ 

G 

'/J//)//)///////////iY/////////// /////////& 
-5 

of f (z) into D 0 , i.e. F (z) is the regular brand1 of Vz2 + 9 in D 0 

such that F (x + iO) > 0 for x > 0. 
Using the function w = V ~ + 5 to map G0 onto the half-plane 

Im w > 0, we arrive at the function w = 1/r 5 + Vz2 + 9, which 
maps D 0 conformally onto the half-plane Im w > 0 (Fig. 132). D 

Example 6. 111apping the interior of a parabola on a half-plane. 
Suppose D 0 is the domain y 2 < 2p (x + p/2), with z = x + iy, 
p > 0 (Fig. 134). Let us find the function that maps D 0 conformally 
onto the half-plane Im w > 0. 

The parabola y2 = 2p (x + p/2) becomes a straight line under 
the mapping ~ = liz (see Example 6 in Sec. 35). But D 0 contains 
the branch point z = 0 of Vz. Then we take a "half" of D 0 , i.e. we 
assume that D is the domain y2 < 2p (x + p/2), y > 0 (Fig. 135). 
Let us find the function that maps D conformally onto the upper half­
plane. 

(1) The function ~ = Vz maps D (Fig. 135) conformally onto the 
semistrip IT: 0 < Im ~ < V p/2, Re ~ > 0 (see Example 3 in 
Sec. 35). 

(2) The function 11 =cosh (n V2~!Vp) maps I1 (Fig. 135) eon­
formally onto the half-plane Im 11 > 0 (see Example 23 in Sec. 35). 
Thus, the function 11 =cosh (n V2z!Vp) maps D conformally 
onto the half-plane Im 11 > 0 in a way such that the interval y: 
(-p/2, +=)is mapped into the interval y': (-1, +=)(Fig. 135). 
By Corollary 2, the function 11 =cosh (n li2z!Vp) maps D 0 con­
formally onto the complex plane with a cut along the ray (-oo, -1] 
(Fig. 134). 
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(3) The function w = V -'Y] - 1 maps the complex '11 plane with 
a cut along the ray (-oo, -1) onto the half-plane Im w > 0 
(Fig. 134). 

The final result is as follows: the functionw = iV2cosh (nYz!V2p) 
maps D 0 conformally onto the half-plane Im w > 0 (Fig. 134). D 

0~· 
/. i.ili # TJ= cosh ----;r;;-

!1: Dn 
~.· p 0 / -2 0 

?U???????U?2U2222b J 

-1 

r;: 'ltYz 
w =iv 2cosh -.[2p 

Fig. 134 

W=Y-T]-1 

1/// //J//////i?'ll/////1/////1; 
0 

Example 7. Mapping the interior of the right branch of a hyperbola 
onto a half-plane. Let us find the function that maps the domain 
D 0 : x2/cos2 a - y2/sin2 a > 1, x > 0 (Fig. 136), where z = x + iy, 
0 <a< n/2, conformally onto the half-plane Im w > 0. 

The function -r = z + V z2 - 1, which is the inverse of the Zhu­
kovskii function (see Sec. 35), "straightens out" the hyperbola. 

rtffi 
TJ= cosh --;r;;-

Fig. 135 

•·. rtv'2~ r:::\ 
ll_=cosh\ij) ~ 

But D 0 contains the branch point z = 1 of this function. For this 
reason we take only a half of D 0 ; supposeD is the domain x2/cos2 a -
y2/sin2 a > 1, x > 0, y > 0 (Fig. 137). Let us find the function 
that maps D conformally onto the upper half-plane. 

Carrying out the following mappings one after the other: 

't" = z + y z2 -1 = earcosh z, 11 = -rrtfa., ~ = + { 11 + ~ ) 
21-01641 
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(see Examples 19f, 9 and 19a in Sec. 35), we find that the function 

s = cosh ( : arcosh z) maps D conformally onto the half-plane 

Im s > 0, with the interval y: (cos a, +oo) mapped into the inter­
val y': (-1, +oo) (Fig. 137). By Corollary 2, the function ~ = 

~=cosh(~ arcosh z) w=~ 

-1 
»»>»t»712111»11211J1m, 

0 

- r;;: lt . 
w=iv 2cosh(za ~rc0sh z) 

Fig. 136 

cosh ( : arcosh z) maps D 0 onto a domain G0 , the complex ~ 
plane with a cut along the ray (-oo, -1] (Fig. 136). 

The function w = V- s - 1 maps G0 onto the half-plane Im w > 
0 (Fig. 136). Thus, the function w = i V2 cosh ( 2: arcosh z) 
maps D 0 conformally onto the half-plane Im w > 0 (Fig. 136). 0 

0 

/ 

/1/. D 

~)_a y 

0 cos a 

~=cosh(~ arcosh z) 

Fig. 137 

;t/ 1/1/////1/,f// I/1//11//1////1////////Q 
-1 

Remark. Theorem 1 and Corollary 2 can easily be employed in the 
case where y and y' are arcs of circles (in particular, segments of 
straight lines). For this we must use a linear-fractional transforma­
tion that maps y andy' into segments of the real axis and then use 
the property of symmetry preservation in linear-fractional mappings. 
For more details see Lavrent'ev and Shabat [1]. 
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Example 8. Let D be the complex z plane with cuts along the seg­
ments [0, e21utifn], k = 0, 1, ... , n- 1 (Fig. 138). We wish to 
find the function that maps D conformally onto the exterior of the 
unit circle. 

Consider the sector D 0 : 0 < arg z < 2n/n (Fig. 139). We want 
to find the function w = f 0 (z) that maps D 0 conform ally onto the 

Fig. 138 

sector G0 : 0 < arg w < 2n/n, I w I > 1 (Fig. 139), and satisfies 
the following conditions 

fo (1) = 1, fo (oo) = oo, fo (e2ni/n) = e2nifn. (36.8) 

Carrying out the following mappings one after another: 

~ = zn/2, lJ = ~ + V ~2 _ 1, w = 11z1n 

(see Examples 9 and 19a in Sec. 35), we find that the sought-for 
function is w = fo (z) = (zn/2 + V z11 - 1)2/n (Fig. 139). Here fo (z) 

Do 

/ 

Fig. 139 

is the regular branch of (z1112 + V Z11 - 1)2111 that satisfies the con­
ditions (36.8) in D 0 • The function maps the ray y0 : (1, +oo) into 
the ray y~: (1, +oo) and the ray y1 : (e2ni/n, +oo e2ni/n) into the 
ray y~: (e2nifn, +oo e2ni/n). 

21* 
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We wish to show that there is an analytic continuation F (z) 
of the function I 0 (z) into the domain D and that the function w = 
P (z) maps D conformally onto the domain I w I > 1 (Fig. 138). 

Let us take the sector D1 : 2n/n < arg z < 4n/n adjacent to D 0 

and the sector G1 : 2nln < arg w < 4n/n, I w I > 1. The points 
of D 1 are obtained from the points of D 0 by multiplying the latter 
by e2niln; the points of G1 and G0 are related in a similar manner. 
Hence, the function 

w =II (z) := e2ni/nlo~(e-2ni/nz), z E DI, 

maps D1 conformally onto G1 , with 11 (z) = lo (z), z E ')'1 , i.e. 11 (z) 
is the analytic continuation of / 0 (z) from D 0 into D 1 across y1 • 

Similarly, ifDk is the sector (angle) 2knln<arg z < 2 (k + 1) n/n 
and Gk is the sector 2kn/n < arg w < 2 (k + 1) n/n, I w I > 1, 
the function 

w = lk (z) = e2kni/nfo (e-2knifnz), z E Dk, 

maps Dk conformally on Gk (k = 2, 3, ... , n), with lk (z) = 
lk-I (z), z E i'k• where i'k is the ray (e2kni/n, +oo e2kni/n). 

Obviously, Dn coincides with D 0 and 

In (z) = e2nni/nfo (e-2nni/nz) = lo (z), z E Do. 

Hence, the function w = F (z) = fk (z), z E Dk U i'k• k = 0, 1, .•• 
• • . , n - 1, is regular in D and maps D conformally onto I w I > 1. 

Fig.)40 

Thus, the function w = (zntz + V zn - 1)2/n maps D conformally 
onto the domain I w I > 1. D 

Example 9. Let D be the half-plane Im z > 0 with cuts along the 
segments [kn, kn + ial. k = 0, ±1. ±2, ... , 0 < a < +oo 
(Fig. 140). We wish to find the function that maps D conformally 
onto the half-plane Im w > 0. 

We start with the semistrip D 0 : -n < Re z < 0, Im z > 0 
(Fig. 141). Let us find the function w = fo (z) that maps D 0 confor­
mally onto the semistrip G0 : -n < Re w < 0, Im w > 0 (Fig. 141) 
and satisfies the conditions 

lo (ia) = 0, lo (-n + ia) = -n, / 0 (oo) = oo. (36.9) 
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Carrying out the following mappings one after another: 

~ =cos z, 'YJ = ~/cosh a, w =arc cos 'YJ 

(see Example 25 in Sec. 35), we arrive at the sought-for mapping: 

cos z 
w=fo(z)=arccos h, cos a. 

where fo (z) is the regular branch of arc cos co~ z in D 0 that satis­cos a. 
fies the conditions (36.9). Under this mapping the ray y0 : (ia, ia + 

Fig. 141 

ioo)ismapped into the rayy~: (0, 0 +ioo)andtherayy_1:(-n+ 
ia, -n + ioo) into the ray y:_ 1 : (-n, -n + ioo). 

We can show that there is an analytic continuation F (z) of fo (z) 
into D and that the function w = F (z) maps D conformally onto 
the half-plane Im w > 0. 

Let us take the semistrip D 1 : 0 < Re z < n, lm z > 0 adjacent 
to D 0 • The points of D can be obtained from the points of D 0 by 
adding 1t to the latter; t:fie domains G1 and G0 are related in a similar 
manner. Hence, the function 

w = /1 (z) = /0 (z - n) + n, z E D1 

maps D 1 conformally onto·G 1 , with /1 (z) = /0 (z) on the ray y0 , i.e. 
/ 1 (z) is the analytic continuation of fo (z) from D 0 into D 0 across y0• 

Similarly, if Dk is the semistrip (k -1) n < Re w < kn, Im w > 0 
and Gk is the semistrip (k- 1) 1t < Re w < kn, Im w > 0, then 
the function 

w =fk (z) =fo (z- kn) + kn, z EDk, 
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maps Dn conformally onto Gh, k = 0, ±1, +2, ... , with fh (z) == 
fn-1 (z) on the ray Yh-1 : ((k- 1) n + ia, (k- 1) n + ioo). 
Hence, the function 

w =F(z) =In (z), zEDnU Yn• k =0, +1, ±2, ... , 

is regular in D and maps D conformally onto the half-plane Im w > 
0 (Fig. 140). Thus, the function 

cos z 
w = arc cos cosh a 

maps D conformally on the upper half-plane Im w > 0. 0 
Example 10. Suppose w = f (z) is the function that maps the 

annulus K: p < I z I < R conformally onto the annulus K': p' < 
I w I< R'. Let us prove that these annuluses are similar, i.e. 
p/p' = RIR'. 

Proof. Two cases are possible: (1) the circle I z I = p is mapped 
into the circle I w I = p', and (2) the circle I z I = p is mapped into 
the circle I w I = R'. 

We start with the first case. By the Riemann-Schwarz symmetry 
principle, there is an analytic continuation F 1 (z) of f (z) into the 
annulus K1 : p1 < I z I< R, with p 1 = p2/R. The function w = 
F 1 (z) maps K 1 conformally onto the annulus K~: p~ < I w I < R', 
where p~ = (p')2/R, in such a way that the circle I z I = p1 is mapped 
into the circle I w I = p;. Similarly, there is an analytic continuation 
F 2 (z) of F 1 (z) (and f (z)) into the annulus K 2 : r 2 < I z I< R, 
where r 2 = p4/R3 , and so on. In this way we establish that there 
is an analytic continuation F (z) off (z) into the annulus 0 < I z I < 
R, with lim F (z) = 0. Then point z = 0 is a removable singular 

z-0 
point for F (z) (see Sec. 18), i.e. the function w = F (z) maps the 
circle I z I < R conformally onto the circle I w I < R', with F (0) = 
0. Hence, F (z) is a linear-fractional function and F ( oo) = oo 
(see Sec. 34), i.e. f (z) = Az, whence p/p' = RIR'. 0 

37 The Schwarz-Cristoffel Transformation Formula 

We will study the conformal mapping w = f (z) of the upper half­
plane lm z > 0 onto a polygon II in the complex w plane. We will 
use the following notations (Fig. 142): the Ah are the vertices of II, 
k = 1, 2, ... , n, the nah are the angles of II at the An, with 

n 

~ ah = n - 2, and the ah are the preimages of the An in relation 
h=1 
to the mapping w = f (z), i.e. f (ah) =An. 
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37.1 The Schwarz-Cristoffel theorem 
Theorem 1 Suppose a function w = f (z) maps the half-plane 

lm z > 0 conjormally onto a bounded polygon ll, 0 < ah:::::;;; 2, 
a,. =I= oo (k = 1, 2, ... , n). Then the Schwarz-Cristojjel transforma­
tion formula is valid: 

z 

j(z)=c J (~-at}'21 - 1 (~-a2t2 - 1 .•• (~-antn-td~+c1 , (37.1) 
zo 

where c and c1 are real, and the integral is taken along a curve lying 
in the half-plane lm z > 0. 

Proof. According to Riemann's mapping theorem (Sec. 33), there 
is a function w = f (z) that maps the half-plane lm z > 0 conform-

Imz>O W= f(Z) 

'Ql a2 a3 On 

~,y,y,y~),@>&.a?0'.&#,0Jw40-

Fig. 142 

ally onto a bounded polygon ll in a way such that ah =1= oo (k = 
1, 2, ... , n). Let us investigate the properties of this function. 

(1) Suppose F (z) is an analytical function with the initial ele­
ment f (z), lm z > 0. We will show that F (z) is analytic in the 
entire extended complex plane with the point ah (k = 1, 2, ... 
. . . , n) deleted. 

We will use the Riemann-Schwarz symmetry principle (see 
Sec. 36). The function w = f (z) maps the interval yh: (ah, ah+I) 
into the interval r": (A", .A"+1), with an+! = a1 and An+! = A 1 , 

and one of the intervals Yh• k = 1, 2, ... , n, containing the point 
z = oo in its interior. According to the Riemann-Schwarz symmetry 
principle, there is an analytic continuation fi.. (z) of the function 
f (z) into the half-plane Im z < 0 across Yh. The function w = f'k (z) 
maps the half-plane lm z < 0 conformally onto the polygon n;,., 
which is symmetric to n with respect to the straight line lh of which 
the interval r" is a part (Fig. 143). 

Moreover, in view of the Schwarz-Cristoffel symmetry principle, 
there is an analytic continuation fki (z) of f'k (z) into the half-plane 
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Im z > 0 across y1. The function w = fk 1 (z) maps the half-plane 
Im z > 0 conformally onto the polygon Tiki• which is symmetric 
to the polygon Dj'; with respect to lj (Fig. 143). Repeating this 
process, we can find the analytic continuation of fkJ (z) into the half­
plane Im z < 0 across y8 , and so on. All these continuations define 

Fig. 143 

I~ 
J 

a function F (z) that is analytic in the entire extended complex plane 
with the points ak (k = 1, 2, ... , n) deleted. 

(2) Let us prove that F"(z)/F'(z) is single-valued and regular 
in the entire extended complex z plane with the points ak (k = 
1, 2, ... , n) deleted. We will employ the same notations. Let 
us show that 

(37.2) 

where ~k is real. Indeed, by the Riemann-Schwarz symmetry prin­
ciple, the points w = f (i) and w* = f% (z) (lm z < 0) are symmetric 
with respect to the straight line lk. The linear function ~ = (w -
Ak) e-iq>k, where <flk = arg (AH1 - Ak), maps lk into the real 
axis Im ~ = 0, and points symmetric with respect to lk into points 
symmetric with respect to Im ~ = 0 (see Sec. 36). Hence 

(w*- Ak) e-iq>h = [(w- Ak) e-iq>k], 

from which (37 .2) follows. 
Reasoning along the same lines, we obtain 

fk1(z)=eif>ift(z)+B1, lmz>O. 

Combining (37.2) with (37.3), we obtain 

fkJ (z) = eif>kif (z) + BkJ• lm z > 0. 

(37.3) 
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Following exactly the same line of reasoning, we find that 

7 (z) = eir>l (z) + B, Im z > 0, 

for any element 7 (z), Im z > 0, of function F (z), whence 7" (z)IJ' (z) = 
f" (z)lj' (z). Similarly, for any element f* (z) Im z < 0 of function 

F (z) we obtain (f*)"/(f*)' = (f'k)"l(f'h)'. Thus, the function g (z) = 
F"(z)IF'(z) is single-valued. 

Let us prove that this function is regular in the entire extended 
complex z plane with the points ak (k = 1, 2, ... , n) deleted. 
Indeed, the function I (z) is regular in the half-plane Im z > () 
and j' (z) =I= 0, since the mapping w =I (z), Im z > 0, is conformal. 
For this reason the function g (z) = f" (z)lj' (z) is regular in the half­
plane Im z > 0. The fact that g (z) is regular in the half-plane 
Im z < 0 can be proved similarly. 

Further, in view of the Riemann-Schwarz symmetry principle, 
the function I (z) is regular and univalent at eac!1 point of the real 
axis Im z = 0 except at the points ak (k = 1, 2, ... , n). Whence 
/' (z) =I= 0 for Im z = 0, z =I= oo, z =I= ak (k = 1, 2, ... , n), and 
I (z) can be expanded about point z = oo in the series 

f(z)=c0 + c;1 + ~;~\+ ... , lzi~>R, 

with c_1 =1= 0. Hence, the function f" (z)/j' (z) and, therefore, g (z) -
F" (z)IF' (z) are regular in the entire extended complex z plane 
with the points ak (k = 1, 2, ... , n) deleted and can be expanded 
in a power series about z = oo: 

F" (z) 2 b_2 I I R ""'F"(z)=- z-+ 7"+ ... ' z > . 

(3) Let us prove that in a neighborhood of point ak the function 
f (z) has the form 

(37.4) 

where hk (z) is regular at ak, hk (ak) =I= 0. 
Consider the semicircle K: I z- ak I< e, Im z > 0, with e 

small and positive (Fig. 144). The function w = f (z) maps K con­
formally onto a domain .1' the part of the polygon n that lies in the 
neighborhood of Ak. 

The function ~ = (w- Ak)ilcxk maps .1 conformally onto a do­
main G, the part of the half-plane that lies in the neighborhood of 
point ~ = 0. Hence, the function ~ = gk (z) = [f (z) - An]ifak 
maps the semicircle K conformally onto Gin a way such that gk (ak) = 
0, and the image of the interval '\'= (ak - e, ak + e) is the inter-
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val y' containing point ~ = 0 (Fig. 144). In view of the Riemann­
.Schwarz symmetry principle, the function gk (z) is regular at point 

z = ak and gk (ak) =I= 0, i.e. gk (z) = (z - a 11 ) gk (z), where gk (z) 

0 0 CD 

~ 
Ak+l 

Qk-) 
ooooooO---' 

ak-E y 

Fig. 144 

is regular at point z = ak and gk (ak) =I= 0. The formula 

[/ (z)- Aklt;ak = (z- ak) gk (z) 

yields (37 .4). 
(4) Let us prove that 

r (z) 
?Tz) 

From (37 .4) we obtain 

!" (z) 
7Tz) 

n 

h=t 

(37 .5) 

where '¢k (z) = akhk (z) + (z- ak) hi. (z) is regular at point z = (ak, 
aml '¢k (ak) = akhk (ak) =1= 0. Hence, the function g(z) = F" (z)l F' (z), t 
equal to f" (z)/f' (z) in the neighborhood of ak (Property 2), has a first 
order pole at ak and Res g (z) = ak - 1. If we combine this with 

z=ak 
Property 2, we find that the function 

n 

H(z)= ~~(z) _ ~ ak-1 
l' (z) LJ z-ak 

k=l 

is regular in the entire extended complex plane and tends to zero 
as z-+- oo. Hence, by Liouville's theorem (Sec. 19), H (z) = 0, 
which for Im z > 0 yields (37.5). 

(5) Let us prove the validity of the Schwarz-Cristoffel transforma­
tion formula (37 .1). Integrating (37 .5) along a curve that lies in the 
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half-plane Im z > 0 with one of its ends at the fiXed point z0 and 
the other at point z, we obtain 

n ,, -
ln f' (z) = ./-' (ak -1) ln (z- a,)+ c, 

k=1 

whence 

f'() ( )a1-1( )a2-1 ( )a·,-1 . z = c z- a1 z- a~ o • • .z- an . 

Integration of the last formula results in the Schwarz-Cristoffel 
transformation formula (37 .1). The proof of Theorem 1 is complete. 

37o2 Calculating the parameters in the Schwarz-Cristoffel trans­
formation formula Formula (37 .1) makes it possible to find the 
form of the function w = f (z) that maps the half-plane Im z > 0 
<:-onformally onto a bounded polygon 11. Thus, if the polygon is 
given, i.e. if we know the vertices A" and the angles nak (k = 
1, 2, ... , n), the problem of finding the function f (z) is reduced 
to finding the points a" (k = 1, 2, ... , n) and the constants c 
and c1 . Any three points out of the collection of the a, (k = 1, 2, 0 •• 

. . . , n) can be selected arbitrarily (Sec. 33), but then the remain­
ing a, and c and c1 are determined uniquely. Let us study one method 
by which we can determine these points and constants. 

We write formula (37 .1) thus: 
z 

f (z) = c ) k (~) d~ + c17 (37 .6) 
zo 

where k (z) is a regular branch of the function (z - a1 )a' -I (z -
.a2)7.·-1 • . • (z - an)an -I in the half-plane Im z > 0. Since the 
various branches of this function differ by constant factors (see 
Sec. 24), in the above formula only c (precisely, arg c) depends on 
which branch h (z) is selected. 

We will assume, for the sake of definiteness that points a1 , a 2 , 

and a3 are given, with a1 < a 2 , and that z0 = a1 (the constant c1 

depends on the choice of z0). Putting z = a1 in (37 .6), we find that 
c1 = f (a1) = A 1 • Let us find arg c. ~ote that arg h (x) = e = const 
for a 1 < x < a 2 • From (37.6) we have 

U2 

A 2 -A 1 =f(a2)-f(a1)=cei6 ~ lh(t)jdt, 

whence arg c = arg (A 2 - A 1 )- e. Thus, we can write (37.6) as 
% 

f (z) = Aeia ) k (~) d~+ A 1, (37. 7) 

where A is positive, and a = arg (A 2 - A 1)- e. 
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In formula (37. 7) we still have to find n - 2 unknown parameters. 
namely, the positive number A and the real numbers a4 , as, .•• 
. . . , an. From (37. 7) we obtain 

akH 

AH1 - A11 = Aeia J h (t) dt. 
ak 

Bearing in mind that arg h (x) = const in the interval (ak, ak+I)• 
we obtain 

ak+l 

IAk+t-Akl =A J Jh(t)J dt, k= 1, 2, ... , n. (37 .8) 
ak 

Here an+l = a1 , An+I =A P and one of the intervals (ak, ak+I} 
k = , 2, ... , n, contains point z = oo. 

The parameters A, a4 , as, ... , an can be found by solving the 
system (37 .8). Theorem 1 implies that this system has a unique 
solution. In reality, however, it is not often that one can find these 
parameters by ~olving (37 .8). Other methods for finding the param­
eters in the Schwarz-Cristoffel transformation formula are available 
for simple polygons (see Examples 2 and 4 below). 

37.3 Mapping a half-plane onto a triangle and a rectangle Theo­
rem 1 deals with the case where all the ak are finite. This leads to 
the following 

Corollary 1 Suppose a function w = f (z) maps the half-plane 
Im z > 0 conformally onto a bounded polygon ll in a u·ay such that 
the ak =I= oo (k = 1, 2, ... , n - 1) but an = oo. Then the following 
formula is valid: 

z 

f(z)=c j {~-a1t1 - 1 (~-a~)a2 - 1 ••• (~-an-ttn-1 - 1 d~+c1 • (37.9) 
zo 

We can obtain this formula from (37 .1) via a linear-fractional 
mapping of the half-plane Im z > 0 onto the half-plane Im ~ > 0 
that maps point z = an into point ~ = oo (see Lavrent 'ev and Shabat 
[11). Note that there is one factor less in (37.9) compared to (37.1). 
Therefore, it is usually more convenient to use formula (37.9) in­
stead of (37.1). We will assume that z0 = a1 , so that c1 = A 1 • 

Example 1. Mapping a half-plane onto a triangle. Let us find the 
function w = f (z) that maps the half-plane Im z > 0 conformally 
onto the bounded triangle ll with vertices at A 1 , A 2 , and A 3 , where 
A 1 = 0, A 2 = 1, and Im A 3 > 0 (Fig. 14.5). Here 0 < ak < :1 
(k = 1, 2, 3), a 1 + a 2 + a 3 = 1. 
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We put a1 = 0, a 2 = 1, a3 = oo (Fig. 145). From (37.9) we have 
% % 

f(z)=c J ~tt~-1(~-Wx2-1d~=A ~· ~tt1 -1(1 -~t2-1d~, 
0 0 

where A = cen (tt.-1) i, and the integrand assumes positive values 
in the interval (0, 1). From 

1 

A2-A1=1=A J ta1 - 1 (1-tt2 - 1 dt=AXB(a1, a 2) 

0 

we find that A = 1/B (cx1 , cx 2), where B (cx1 , a 2) is the beta function 
(see Kudryavtsev [ 1]). Thus, the function 

z 

W= 1 I ~ttl-1 (1-~t2-1 d~ (37.10) 
B (a1 , a 2) J 

0 

maps the half-plane Im z > 0 conformally onto the triangle IT. 0 

w=J(z) 

Im z> 0 

a 3 =co a 1=0 a2 =1 a3=co 
'l; /)(//i//;/11/i/lll!llfllllllil/llli //11/f ;// i!llfilltllliiltll ill 1/i/i;/, 

Fig. 145 

0 w=f(z) 

Jm z>O 

-a -I 0 a 
7 / 

Fig. 146 

AJ=-l+iH iH A 2=1+iH 
'% 

n 

~ 
A4=-1 0 A 1=1 

Example 2. Mapping a half-plane onto a rectangle. Let us find the 
function w = f (z) that maps the half-plane Im z > 0 conformally 
onto the bounded rectangle IT with vertices at points Ak (k = 
1, 2, 3, 4), where A1 = 1, A 2 = 1 + iH, A 3 = -1 + iH, 
A, = -1, H > 0, and a 11 = 1/2 (k = 1, 2, 3, 4) (Fig. 146). 
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Let us take the right half of the rectangle II, the rectangle II+ 
with vertices at points 0, 1, 1 + iH, and iH (Fig. 147). Suppose 
w = f (z) maps the first quadrant Re z > 0, Im z > 0 onto II+ 
in a way such that f (0) = 0, f (1) = 1, and f (oo) = iH. It maps 
the interval y: (0, +ioo) into the interval y': (0, iH), and the point 
z =a, 1 <a< +oo, is the preimage of point w = 1 + iH 
(Fig. 147). 

Using the Riemann-Schwarz symmetry principle (Sec. 36), we 
continue f (z) analytically into the half-plane Im z > 0 and denote 

/- 0 0 
iH l+iH 

:% 

n. ~ W=/(Z) , 
y 

Rez>O, Imz>O 
@ 

./ ~ 

0 a 0 I 

Fig. 147 

the analytic continuation by f (z), too. The function w = f (z) 
maps the half-plane Im z > 0 conformally onto II (Fig. 146) in 
a way such that f (0) = 0, f (+1) = ±1, f (+a) = +1 + iH, 
and f (oo) = iH. 

Formula (37 .1) yields 

(37.11) 

where k = 1/a, 0 < k < 1, and V(1 - t2) (1- k 2t2 ) > 0 at 0 < 
t < 1. Here, in view of (37 .8), the parameters k, A, and H are 
related through the following equations: 

The integral (37.11) at A = 1 is known as Legendre's normal 
elliptic integral of the first kind. The inverse of (37 .11), i.e. z = 'ljJ (w), 
is known as Jacobi's elliptic function. It maps the rectangle II con­
formally onto the half-plane Im z > 0. 
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Here are the main properties of '¢ (z): 
(1) It is regular in the complex z plane everywhere except at the· 

points 

z = 2n + iH (2k + 1) 

(here k and n are integers), which are simple poles for this function. 
(2) It is two periods, T 1 = 4 and T 2 = 2Hi, i.e. 

'¢ (z + 4n + 2Hki) == '¢ (z) 

(here k and n are integers). 
\Ve can prove these properties in the same way as we proved 

Theorem 1. Note that elliptic functions enable finding the conformal 
mapping of the interior of an ellipse onto a half-plane (see Lav­
rent'ev and Shabat [1]). Elliptic functions are considered in greater 
detail in Hurwitz and Courant [1] and Privalov [1]. 

37.4 Mapring a half-plane onto an open polygon Let us consid­
er an open polygon n that does not contain point w = 00 in its 
interior. Suppose that one or more vertices of this polygon lie at 
point w = oo. If :rra1 is the angle at the vertex Ai = oo of ll, then 
-2 ~ ai ~ 0 (Sec. 33). This sign convention retains the relation-

n 

ship ~ ak = n - 2. 
k=i 

We can prove that both Theorem 1 and Corollary 1 are valid, i.e. 
we have 

Theorem 2 The conformal mapping w = f (z) of the half-plane 
Im z > 0 onto ll is performed by 

(a) function (37.1) if ak =I= oo (k = 1, 2, ... , n), 
(b) function (37.9) ifak =I= oo (k = 1, 2, ... , n -1) but an= oo. 
The proof of the theorem is similar to that of Theorem 1 (for more 

details see Lavrent 'ev and Shabat [ 1]). 
Example 3. Suppose n is a triangle with vertices at AI = 0, A 2 = 

1, and A 3 = oo and 0 < a 1 ~ 2, 0 < a 2 ~ 2, and -2 ~ a 3 ~ 
0, with a 1 + a 2 + aa = 1. Theorem 2 and Example 1 imply that 
the function (37 .10) maps the half-plane Im z > 0 conformally onto D. 

Figure 148 shows examples of such triangles: 

3 1 1 
(a) at= 4, az = 2, aa =-4; 

(b) 
5 3 

a3 = -1; at=7;• az=-:r• 

(c) a 1 =2, 
1 3 

az=z· aa= -7; 

(d) 
3 3 

a 3 = -2. at=z· (/.,2=2· 
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Formula (37 .10) then yields 

(a) w=~[arcsin Vz-VzV1-VzJ; :n: 

1 [ ~ V2 ~ V2 ~2 y2 J (b) w = n arc tan 1-1;2 + artanh 1 + 1;,2 - 1 + b4 ' 

V-
\;= 1zz; 

(c) w=1-(1 + ~1 )V1-z; 

(d) (w =2 [arc sin Vz + (2z-1) V z (1-z)J. :n: 

Here we have taken the branches of multiple-valued functions that 
are positive for z = x, 0 < x < 1. 0 

(a) (b) 

(c) (d) 

Fig.148 

Example 4. Let II (a rectangle) be the strip 0 < Im w < n with 
a cut along the ray (-oo + ihn, ihn], 0 < h < 1 (Fig. 149). Here 
A1 = ihn, A 2 = oo, A 3 = oo, A, = oo, cx1 = 2, cx 2 = cx 3 = cx6. = 0. 
We put a1 = 0, a2 = 1, and a 3 = oo. Then a6. = -b, with 0 < 
b < +oo. In view of Theorem 2 and formula (37.9), the conformal 



The Schwarz-Cristoffel Formula 337 

mapping of the half-plane Im z > 0 onto II is performed by the func­
tion 

z 

t ( ) r ~ d~ + ., 
w= z =c J <s-1)(~+b) ~m. (37.12) 

0 

Let us find arg c (cf. Sec. 37.2). We take the point z1 in the interval 
(0, 1): zi =xi, 0 <xi< 1. Its image is point wi = f (zi), which 

lmz > 0 

'(/11/1////1/11;'{«// /111///M//////!11//(/ /{#// //1/PW////1// /1/////// /(//( 

A4=oo w3 ni A3=oo 

A 4=oo w4 
>22?222??2(9?22222<'32?222222?222?c2222222??222J) 

~2=00 WI Al=:rih 

n 

A 2=oo w2 0 A 3= oo 
~)/)/)//)/)////////)/////7)///I///J?M//7///7///7//J/)/)/)//)///7)/d 

Fig. 149 

lies on the side A 1A 2 of rrr (Fig. 149), i.e. Re w1 < 0, Im w1 = lm.. 
Then (37 .12) yields -

:rr t dt 
w1 -A, =C (t-1) (t+b) . 

0 

Here w1 - A1 = Re w1 < 0, and the integrand is negative (0< 
t ~ x1 < 1). Hence c is positive. 

Thus, two unknown parameters are left in (37.12), namely, c < 
0 and b > 0. Let us find them. 

Suppose z1 = 1 - p and z2 = 1 + p, where p > 0 is small. Then 
point w1 = f (z1) lies on side A 1A 2 and point w2 = f (z2) on side 
22-016lt 
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A 2A 3 (Fig. 149), whence Im (w 2 - w1) = -nh. From (37.12) we 
have 

w2 -w1 =/(z2)-/(zt)=c ~ (~-f)~t+b), (37.13) 
cP 

where C P is the semicircle I ~ I = p, Im ~ > 0 oriented clockwise 
(Fig. 149). . 

We consider the integral (37.13). Point ~ = 1 is a first order pole 
for the integrand and · 

Res ~ 1 
~= 1 ( ~- 1) ( ~ + b) 1 + b • 

Hence, 

. . 

where g ( ~) is regular at point ~ = 1 and, therefore, is bounded in 
a neighborhood of this point: I g (~) I~ M. This means we can write 
the integral (37 .13) as a sum of two integrals. The first is 

c 1 a~ cni 
1-r-b J ~~1 =·- 1+b • 

cP 

For the second integral we have the estimate 

J g (~) d~ = 0 (p) (p- 0) 
cP 

since j J g (~) ·d~ ~~Mnp. 
cP . 

From (37 .13)-(37 .15) we obtain 

lm(w2 -w1)=-,nh=- l:b +O(p) (p-+0), 

whence, as p-+ 0, we find that 
c 

f--Lb ~h. 
I 

' (37 .14) 

(37 .15) 

(37 .16) 

Note that the method of obtaining (37 .16) from (37 .12) we have 
just discussed can be applied to any polygon, with win the neighbor­
hood of the vertex A k if ak = 0. Let us apply it to TI in the neigh­
borhood of point A 4• We have 

r ~a~ 
w4 -w8 =f(z4)-f(z3)=c J (~-i)(~+b), 

c' p 
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where z3 = -b - p, z4 = -b -T- p, Im (w4 - w3 ) = n (h- 1), and 
C ~ is the semicircle I \; + b I = p, Im \; ~ 0 (Fig. 149). This im­
plies that 

nbc 
Im (w4 - w3) = n (h-1) = --r::;:::-b + 0 (p) (p-+ 0) 

and, as p-+ 0, we find that 
be 

1+b =1-h. (37.17) 

Solving the system of equations (37.16), (37.17), we find that 

C= 1, b-~ - h • 

Substituting these values into (37 .12) and evaluating the integral. 
we obtain 

~=f(z)=ln [<z-1)h (1 + 1 ~h r-h]. D 

Note that the function ~ = ew (see Sec. 35.4) maps II onto G, the 

(D . ei:r:h 

Wl»&ffh'/MI7l&/#h'4/Qh'//MhW,Z 0 . 

Fig. 150 

half-plane Im ~ > 0 with a cut along the segment [0, ei:rrh] (Fig. 150). 
Hence, the function 

~=(z-1)h(t+ /\r-h 
maps the half-plane Im z > 0 conformally onto G. 

38 The Dirichlet Problem 
A broad class of steady-state physical problems can be reduced to 
finding the harmonic functions that satisfy certain boundary condi­
tions (e.g. see Lavrent'ev and Shabat [1] and Vladimirov [11). In 
this section we will consider a method of solving such problems via 
conformal mappings. 

38.1 Statement of the Dirichlet problem. The existence and 
uniqueness of a solution Suppose we know a continuous function u. 0 (z) 
on the boundary r of a bounded domain D. The classical Dirichlet 
problem for Laplace's equation can be formulated thus: to find a 

22* 
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function u (z) that is harmonic in D, is continuous up to the bound­
ary f, and assumes on f the values of Uo (z): 

'\l2U = 0, zED; u lzEr = Uo (z). (38.1) 

Here and in what follows u (z) = u (x, y) and u 0 (z) = u 0 (x, y) 
are real functions, and V2 = iJ2/iJx2 + iJ2/iJy2 is Laplace's operator. 

The solution of the classical Dirichlet problem (38.1) exists and 
is unique. The existence proof can be found, for instance, in Vla­
dimirov [ 1], while the uniqueness follows from the maximum and 
minimum principle for harmonic functions (Theorem 5 of Sec. 32). 

Indeed, suppose u1 (z) and u 2 (z) are two functions that are harmon­
ic in D' are continuous up tor' and equal on r' i.e. ul lzEr = u2 lzer· 
Then the difference u1 (z) - u 2 (z) is harmonic in D, is continuous 
up to r, and is zero for z E r. By Theorem 5 of Sec. 32, u1 (z) -
u 2 (z) = 0 for zED, i.e. u1 (z) = u 2 (z), zED. 

Along with the classical Dirichlet problem (38.1) we will consider 
a more general Dirichlet problem, namely, when, u 0 (z) is bounded 
and has a finite number of discontinuities. \Ve wish to find a func­
tion u (z) that is harmonic in D, is bounded in D, is continuous up 
to the boundary at all points at which u0 (z) is continuous, and 
satisfies the condition u (z) = u 0 (z) at such points. Note that D may 
not have a boundary. 

The solution of this Dirichlet problem exists and is unique (e.g. 
see Vladimirov [11). 

The example below shows that if we lift the condition that u (z) 
be bounded in D, the uniqueness theorem becomes invalid. 

Example 1. (a) The function u (x, y) = y, which is harmonic in the 
half-plane y > 0, is continuous up to the boundary and is zero at 
y = 0 (x =1= oo ). The function that is identically zero obviously 
satisfies the above-mentioned conditions, too. 

. 1-x2 -y2 1+z l 
(b) The functiOn u (x, y) = (x-i) 2 +yz = Re i-z , whic1 is 

harmonic in the circle x 2 + y1 < t, is continuous up to the boundary 
x 2 + y2 = 1 except at point ( 1, 0), and is zero on x2 + y2 = 1 ex­
cept at point (1, 0). The function that is identically zero obviously 
satisfies this condition, too. D 

37.2 The in variance of Laplace's equation under conformal mappings 
Theorem 1 Sup pose a regular function z = g ( {;) maps a domain D 

con formally onto a domain D, and let u (z) be a function that is har-

monic inD. Thenthefunction7:t({;) =U (g({;)) is harmonic in G. 
Proof. Let us take a simply connected domain G1 c G. The image 

of G1 obtained as a result of the conformal mapping z = g ( ~) is a 
simply connected domain D 1 c D. Suppose f (z) is a function that 
is regular in D and such that Re f (z) = u (z) (the existence _2f such 

a function was proved ·earlier, in Sec. 7). Then the function f ( ~) = 
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- -f (g (~))is regular in G1 and, hence, u (~) =Ref(~) is harmonic 
in G1 (see Sec. 7). Since G1 is a~ arbitrary simply connected subdo-

main of G, we can assume that u ( ~) is harmonic in G. 
Here is an alternative proof of Theorem 1. We introduce the func­

tions x (£, 'Y]) = Reg (~) and y (~, 'Y]) = Im g (~), where ~ = £ + 
itl· Then the mapping z = g (~) (z = x + iy) can be written thus: 

X =X (£, 'Y]), Y = Y (£, 11). (38.2) 

Since g (~)is a regular function, the functions x (£, 11) andy(£, 11) 
satisfy the Cauchy-Riemann equations. This means that under the 
change of variables (38.2) we obtain 

(38.3) 

This implies that if u (z) is a harmonic function in the Yariables x 

and y, then u ( ~) = u (g ( ~)) is a harmonic function in the variables 
£ and "l· i.e. Laplace's equation is invariant under conformal map­
pings. This fact lies at the base of the method of solving the D iri­
chlet problem via conformal mappings. 

Example 2. SupposeD is the domain Im z < 0, I z + il I> R, 
where l > R > 0 (Fig. 125, Sec. 35). Let us solve the Dirichlet 
problem 

V2u = 0, zED; 

u I Imz=Ot u I, z+ill =R = T = const. 

(38.4) 

(38.5) 

Let us consider the conformal mapping ~ = h (z) = z + ia of D 
z- i-:-;;a ,.....----;::;; 

onto the concentric annulus K: R 1 < I ~ I < 1, where a = V l 2 - R2 

and R 1 = (R + l - a)!(R + l +a) (Example 38 in Sec. 35). The 
straight line Im z = 0 is mapped into the circle I ~ I = 1, and the 
circle I z + il I = R into the circle I ~ I = R 1 . Let z = g (~) be 
!_,he inverse of the function ~ = h (z). By Theorem 1, the function 

u (~) = u (g (~)) is harmonic in K: 

V 2u = 0, ~ E K. (38.6) 

Conditions (38.5) then imply that 

u 11~1=1 = 0, u li~I=R, = T. (38.7) 

Thus, the Dirichlet problem (38.4), (38.5) has reduced itself to the 
Dirichlet problem (38.6), (38.7). Let us solve the latter. 
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Suppose ~ = G + irJ = pei6• After substituting G = p cos e and 
·11 = p sin e we can write Laplace's equation (38.6) as follows: 

()2';; + 1 &';; 1 ()2~ - 0 
iJ2p ' p-ap-+""i)T &82 - . 

Since the boundary functions in (38. 7) do not depend one, it is natu­
ral to assume t~at the solution to (38.6), (38. 7) is independent of 

e, i.e. function u ( ~) depends only on one variable, p. If we find such 
a solution, we will have proved, in view of the fact that the Diri­
chlet problem can have only one solution, that the solution to (38.6), 

(38.7) does not depend on e. When u (~) is independent of e, La­
place's equation (38.6) is an ordinary differential equation: 

d2;;, + 1 i;; - 0 
dp2 "PliP- · -The general solution of this equation is u ( ~) = c1 + c2 In p = 

c1 + c2 In I ~ 1. The boundary conditions (38. 7) yield c1 = 0 and 
c2 = T/ln R1 , i.e. the function 

..., T 
u(~)= lnRl In 1~1 

is the solution to (38.6), (38.7). To find the solution to (38.4), (38.5) 
we need only to go over to the variables x and y (z = x + iy). Since 

u (z) = u (h (z)) and 

15-1 = jh(z)j =I z+~a I= lx2+y2-a2+i2axl 
\, z-ta x 2 +(y-a)2 . ' 

we conclude that the solution to (38.4), (38.5) is the function 

T 1/ (x2 + y2 _ a2)2 + 4a2x2 
u(x, Y)=-1 R In 2 +( )2 , n 1 x y-a 

with a = Yl2 - R 2 and R1 = (R + l- a)/(R + l +a). 0 
38.3 The Dirichlet problem for Laplace's equation in a circle 
Theorem 2 Suppose a function u (z) that is harmonic in the unit 

circle I z"l < 1 is continuous in the closed circle I z I ~ 1. Then the 
f !lowing Poisson integral formula is valid: 

2n 

u (ret(j)) =- u (et6) de · 1 j' 1-r2 . 
2n 1-2r cos (<p-l:l)+r2 ' 

(38.8) 
u 

with z = rei 'I', 0 ~ r < 1. 
Proof. Note that at z = 0 this formula coincides with (10.6) (the 

mean value theorem for harmonic functions). Let us show that for 
z =/= 0 the value of u (z) can also be found by employing the mean value 
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theorem and a conformal mapping. We ··fix point z0 = r 0eilllo, 0 ~ 
r 0 < 1, and consider the conformal mapping 

~ = h (z) = z-z0 

1-zz0 

(38.9) 

of the circle I z I < 1 onto the circle I ~ I < 1, h (z0} = 0 (Sec. 34). 
From (38.9) we find that 

z = g (~) = ~ + zo 
1+~z0 

(38.10) 

The function z = g ( ~) maps the circle I ~ I < 1 conformally onto 
the circle I z I < 1, so that g (0) = z0 • 

By hypothesis, u (z) is harmonic in I z I < 1 and continuous in the 

dosed circle I z I ~ 1. Hence, the function u ( ~) = u (g ( ~)) is har­
monic in the circle I ~ I < 1 (Theorem 1) and continuous in the 
dosed circle I ~ I~ 1. By the mean value theorem for harmonic func­
tions (Sec. 10), 

2rt 

u (z0) = ;;_ (0) = 2~ ~ z; (eiiP) d'ljl. 
0 

(38.11) 

We return to the old variables. In (38.11) we introduce the substitu­
tion 

(38.12) 

- -Then u (ei¢) = u (h (eHl)) = u (ei6). From (38.12) we find that 

d'ljl= . i-lzol_2 d8= i-rg ae (38.13) 
(e1e-zo) (e-•6-zo) 1-2r0 cos (qJ 0 -8)+r~ · 

If in (38. H)-(38.13) we substitute z = reilll for z0 = r0ei<~>•, we arrive 
at the Poisson integral formula (38.8). The proof of the theorem is 
complete. · 

Let us transform the Poisson integral formula. We note that 

1-r2 1-!z\ 2 

1-2rcos(qJ-8)+r2 = !eie_z\2 

ei6 _j_ z 
Re ·a ' 

e1 -z 

which means that instead of (38.8) we can write 

(38.14) 
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since u (eiB) is a real function. If in. (38.14) we put ei6 = s. and 
de = iJslis. we obtain 

( ) R 1 \' ('~) ~ + z d~ u z = e 2ni .. u "' ~-z -~-' lz I< 1, (38.15) 
1~1=1 

which is an alternative form of the Poisson integral formula. 
Remark 1. The mean value theorem is valid for functions that are 

harmonic and bounded in a circle and are continuous up to the bound­
ary of the circle everywhere except at a finite number of points. 
For this reason the Poisson integral formula is valid for such func­
tions. 

Corollary 1 Let a function f (z) be regular in the circle I z I < 1 
and its real part u (z) = Re f (z) be continuous in the closed circle 
I z I ~ 1. Then the following Schwarz formula is valid: 

/(z)=-2
1 . (' u(s) ~+z a_t +ilm/(0), lzl<1. (38.16) 
nt J s-z "' 

1~1=1 

Proof. Let F (z) be the integral on the right-hand side of (38.16). 
The function F (z) is regular in the circle I z I < 1 (Theorem 1 of 
Sec. 16) and, by (38.15), ReF (z) = u (z) =Ref (z). Hence, F (z) 
f (z) + iC (see Sec. 7 .3), with C a real constant. Since 

2:rt 

F (0) = 2~i ) u Is I a~~ = 2~ ) u ( ei9) de= u (0), 
11;1=1 0 

we conclude that Im F (0) = 0. The fact that Im F (0) = Im f (0) + 
C implies that C = -Im f (0), i.e. F (z) = f (z) - i Im f (0), 
from which formula (38.15) follows. 

The Poisson integral formula can be used to solve the Dirichlet 
problem for Laplace's equation in the circle I z I < 1. For one, if 
the boundary function is a rational function of sin cp and cos cp, 
the integral in (38.15) can be evaluated using the theory of residues. 

Example 3. Let us find the solution to 
sin <p 

V'2U = 0, lz I< 1; U llz1=1 = 5 + 4 cos !p , (38.17) 

where z=rei!i'. We will use formula (38.15). Suppose ~=e;e_ Then 
. 1( 1) 1( 1) 

SIDe= 2i s- -r ' cos e = 2 ~ + T , and 

sin 8 t 2 -1 
u (S) = 5-~-4 cos tJ = 2i (2~2 +5~+2> 

So we have to evaluate the integral 
1 (' (~2 -1) (~+z) 

1 = 2ni J :!.i (:!.~:,2 +5~+2> (~-z> ~ ds, 
1~1=1 
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where the circle I ~ I = 1 is oriented counterclockwise. The F ( ~} 
in the domain I ~ I > 1 has one finite singular point s = -2, which 
is a first order pole, and a removable singularity at ~ = oo. Hence, 
by (28.19), 

l=- Res F(~)-Rl'sF(~)-
~=-2 i;=JO 

Then, by (28.3) and (28.12), 
2-z 1 z 

ResF(~)= 4.(·+ 2), ResF(~)=--4,., I= 2 ( + 2) 
i;= _ 2 t ~ i;=oo i Z 

Finally, from (38.15) follows the solution to (38.17): 

( ) R z y r s.n c:p 
u x, y = e 2i (z+2) = (x+2) 2 + y2 = r 2 +4r cos c:r+4 • 0 

The Dirichlet problem for Laplace's equation in an annulus p < 
I z I < R (for one, in a circle or in the exterior of a circle) can 
also be found by separation of variables, or Fourier's method (e.g. 
see Vladimirov [ 11). The following harmonic functions are used in 
this case: 

ln r, rn cos ncp, rn sin ncp, n = 0, +1, +2, .... (38.18} 

38.4 The Dirichlet problem for Laplace's equation in a half­
plane 

Theorem 3 Sup pose a function u (z) that is harmonic and bounded 
in the half-plane Im z > 0 is continuous up to the straight line Im z = 
0 everywhere except, perhaps, at a finite number of points. Then the 
following Poisson formula is valid: 

+oo 

u (z) = + ~ (38.19) 
-oo 

with z = x + iy, andy > 0. 
Proof. We fix a point z0 = x 0 + iy0 , y 0 > 0, and consider the 

conformal mapping 

~ = h (z) = z-z0 

z-z0 
(38.20) 

of the half-plane Im z > 0 onto the unit circle I s I < 1, h (z0 ) = 
0 (Sec. 34). From (38.20) we find that 

z=g(~)= ~[~zo. (38.21) 

The function z = g ( ~) maps ihe circle I ~ I < 1 conformally onto 
the half-plane Im z > 0 in a way such that g (0) = z0 • By Theorem 1, - -u ( ~) = u (g ( W is harmonic in I ~ I < 1. By hypothesis, u ( ~) is 
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bounded in I ~ I < 1 and is continuous up to I ~ I = 1 everywhere 
except at a finite number of points. By the mean value theorem (see 
Remark 1), 

2:rr 

u (z0) = ~ (0) = 2~ ) ;; (ei11l) d'IJ. (38.22) 
0 

We return now to the old variables. In the integral in (38.22) we 
introduce the following substitution: 

ei$ = h (t) = t-~o . (38.23) 
t-z0 

-We have u (ei1J') = u (h (t)) = u (t). From (38.23) we find that 

(38.24) 

Substituting z = x + iy for z0 = x 0 + iy0 in (38.22)-(38.24), we 
arrive at (38.19). 

Since 

we can write the Poisson formula (38.19) in the following form: 

+co 
1 ~ u (t) u (z)=Re -. --dt. 

ll£ t-z (38.25) 
-00 

With (38.19) or (38.25) we can solve the Dirichlet problem for 
Laplace's equation in the half-plane Im z > 0. For example, let 
us consider the following problem: 

V2u = 0, y > 0; u ly=O = R (x), (38.26) 

where the rational function R (z) is real, has no poles on the real axis, 
and tends to zero as z-+ oo. By (38.25), the solution to this problem 
is given by the function 

+oo 
1 \. R (t) u(z)=Re-. -. --dt, 

ll£ , t-z 
-00 

with Im z > 0. The integral can be evaluated via residues (see Sec. 
29.2): 

u (z) = - 2 Re " Res R (S) 
LJ - ~-z 

Im ~k<O ~-~k 
(38.27) 
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Here the residues are taken over all the poles of R ( ~) that lie in the 
half-plane Im ~ < 0. 

Example 4. We wish to find the solution to 

V2u= 0, y>O; 

Formula (38.27) yields 

1 
u\y=O =-1--L z. ,x 

1 1 
u(z)=-2Re~~:_~ <1+s2)(~-z) =-2Re 2i(z+i) 

y+1 
= x2+(y+1)2 · 0 

Let us take the Dirichlet problem for Laplace's equation in an 
arbitrary simply connected domain: 

V 2u = 0, zED; u lr = Uo (z), (38.28) 

where the boundary r of D consists of at least two boundary points. 
The solution to this problem can be found via a conformal mapping 
of D onto a circle or a half-plane and the Poisson formula. 

Suppose the function ~ = h (z) maps D conformally onto the half­
plane Im ~ > 0, with z = g (~) the inverse of ~ = h (z). Then -u (~) = u (g (~)) is harmonic in the half-plane Im ~ > 0, and 

- -u 11)=0 = Uo (g (z)) lzEr = Uo (£), 

with ~ = ~ + il]. By (38.25), 
+oo-u (~) = Re~ \ uo(t) dt. 

JU j t-~ 
-00 

We now substitute ~ = h (z) and t = h {-r) into this formula. This 
brings us to the solution to (38.28): 

1 \- u 0 (<) h' (<) 
u(z)=Rent. h(<)-h(z) dT. 

r 
(38.29) 

Similarly, if the function w = f (z) maps D conformally onto the 
unit circle I w I< 1, then we can employ (38.15) and write the solu­
tion to (38.28) in the form 

- 1 r t m + t (z) f' (~) 
u (z)- Re 2ni J Uo (~) t (~)- f (z) i (;,) d~. 

r 
(38.30) 

When solving (38.28), ii;stead of evaluating the integral (38.29) 
or (38.30) it is often convenient, after we have found the conformal 
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mapping s = h (z) of D onto a circle or half-plane, to evaluate Pois­
son's integral in (38.8) or (38.19) and then substitute s = h (z). 

Example 5. Let us find the solution to 

V2 u =0, O<y<n; 

{ 1 for x > 0 
u/y=o= 0 for x<O, u/y=:r=O, 

(38.31) 

(38.32) 

where z = x + iy. The function s = ez (s = ~ + ill) maps the 
strip 0 < y < n conformally onto the half-plane YJ > 0 (Sec. 35). 
The boundary condition (38.32) then becomes 

:;,TJ=O = { 

From (38.19) we find that 
00 

1 for ~ > 1, 

0 for ~< 1. 

U- (~) __ 1 J. n dt J 1 t 1- ~ "' --,.---'-...--~ = - --arc an ---
- - :t (£-t)2+TJ2 2 :t T] 

1 

Finally, if we substitute ~ = e"' cosy and YJ = e"' sin y, '"'e arrive 
at the solution to the Dirichlet problem (38.31), (38.32): 

1 1 e-"'-cos y 
u (z) =-2 --arc tan . . D 

:n: Silly 

38.5 Green's function of the Dirichlet problem The function 

G(z, s)= 2~ In /z-s/+g(z, s), zED, sED, (38.33) 

is known as Green's function of the Dirichlet problem for Laplace's 
operator in domain D if g (z, s) satisfies the following conditions: 

(1) it is harmonic inD for each sED, i.e. 
iJ2{! iJ2f{ ' • 
ax2 + ay 2 = 0, z =X Tty ED; (38.34) 

(2) it is continuous up to the boundary r of D for each s ED and 
1 

g(z, s)/zer= -2Jt In Jz-s/zer· (38.35) 

Note that the second condition means that 

G (z, s)zer = 0. (38.36) 

Thus, for each s ED the function g (z, s) is a solution of the Di­
richlet problem (38.34), (38.35). From the fact that a Dirichlet prob­
lem has only one solution it follows that Green's function exists and 
is unique in any bounded domain with piecewise smooth boundary. 
Let us show that finding Green's function in a simply connected 
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domain is equivalent to determining the function that maps this do­
main into the unit circle. 

Theorem 4 SupposeD is a simply connected, bounded domain and 
let the junction w = w (z, ~), zED, ~ED, for each ~ED map D 
conjormally onto the unit circle I w I < 1 in a way such that z E ~ is 
mapped into point w = 0, and w (~, ~) = 0. Then Green's junction 
of the Dirichlet problem for Laplace's operator in D is 

1 
G (z, s) = 2;"" ln I w (z, ~)I· (38.37) 

Proof. We fix a point ~ED. Since the mapping w = w (z, ~) is 
conformal, i.e. the function w (z, ~) is regular and univalent in D, 
we conclude that dw (z, ~)ldz =I= 0 for z ED. The fact that w ( 1;, 
~) = 0 implies that w (z, 1;) =I= 0 at z =I= 1;. Hence, we can write 

w (z, ~) = (z - s) 'P (z, ~). (38.38) 

where 1jJ (z, ~) is regular in D and does not vanish for zED. From 
(38.38) we obtain 

1 1 
2n ln lw(z, s)l = 2n ln lz-1;1 +g(z, 1;), (38.39) 

where g (z, 1;) = 2~ ln I 'I' (z, 1;) I is harmonic in D, since it is the 

real part of the function 2~ ln 1jJ (z, 1;), which is regular in D. 

Further, if z E r, then I w (z, s) I = 1 and (38.39) yields the bound­
ary condition (38.35). Hence, (38.39) gives Green's function of 
the Dirichlet problem for Laplace's operator in D. The proof of the 
theorem is complete. 

Remark 2. If w = w (z) is a conformal mapping of D onto the circle 
I w I < 1, then w ( z, 1;) is given by the following formula (see 
Sec. 34): 

W ( z, 1;) = _w_(,__z )'-----:w:::::( t:::::) ::-
1-w (z) w ((:,) 

(38.40) 

Green's function G (z, 1;) possesses the following properties. 
(1) It is symmetric, i.e. 

G (z, 1;) = G ( 1;, z). (38.41) 

(2) For each z ED it is harmonic in £ and '11 ( 1; = £ + i'Y}) in D 
with the point 1; = z deleted. 

(3) For each z ED it is continuous up to the boundary r of D 
and 

G (z, 1;) lser = 0. (38.42) 
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Properties 2 and 3 follow from Property 1 and the definition of 
Green's function. Let us prove the validity of Property 1 for a sim­
ply connected domain. 

From (38.40) we obtain I w ( ~, z) I = I w (z, ~) I; whence, from 
(38.37) follows (38.41). 

The proof of Property 1 for multiply connected domains is given 
in Vladimirov [1]. 

We can use Green's function to find the solution of the Dirichlet 
problem for Poisson's equation 

\72u =F(z), zED, 

with the boundary condition 

u lr = u 0 (z). 

(38.43) 

(38.44) 

Under sufficiently broad assumptions, the solution to the problem 
(38.43), (38.44) is given by the formula 

u(z)= ~ ~ G(z, ~)F(~)d£dYJ+ ~ ac~~' ~) u0 {S} ld~l, (38.45) 
D r 

where ~ = £ + iYJ, and the symbol fJ/fJn stands for differentiation 
along an outward normal to the boundary r of D with respect to ~­
A proof of (38.45) is given in Vladimirov [1]. 

38.6 The Neumann problem Suppose D is a bounded domain 
with a smooth boundary rand ul (z) is a function that is given on r. 
The classical Neumann problem can be formulated thus: to find a 
function u (z) that is harmonic in D, 

'\1 2u = 0, zED, (38.46) 

is continuously differentiable up to the boundary r, and satisfies the 
condition · 

:~ lzer = u1 (z), (38.47) 

where fJ/fJn stands for the derivative along an outward normal to f. 
The problem (38.46), (38.47) has a solution only if 

~ u1 (z) ds = 0, (38.48) 
r 

where ds = I dz I is the element of the length of curve r. 
Indeed, by Green's formula (see Kudryavtsev [1]) 

J J 'V2udxdy= J :: ds, 
D r 

from which, in view of (38.46) and (38.47), follows (38.48). 
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If condition (38.48) is met, the classical Neumann problem has a 
solution, and this solution is unique to within a constant term. The 
proof of the existence of a solution is given in Vladimirov [ 1]. Here 
we will prove its uniqueness. 

z 
Suppose;; (z) and u (z) are two solutions to (38.46), (38.47). Then 

u (z) = -;;, (z) - ;; (z) is a solution to 

V2u=0, zED; !!=_I - o on zEr- . (38.49) 

Next we use Green's formula (see Kudryavtsev [1]) 

~ ~ [( ~~ )
2 +( ~; )2 ]dxdy= ~ u ~~ ds- ~ j uV2udxdy. 

D r D 

The right-hand side vanishes because of (38.49). On the left-hand side 
the integrand is nonnegative and continuous in D. Hence, au/ax = 
au/ay = 0, whence u (z) == const for zED. 

Along with the classical Neumann problem we will consider the 
problem (38.46), (38.47) where D is not bounded. But then we must 
assume that both u (z) and its first order partial derivatives are bound­
ed in D. 

Example 6. Let us find the solution to 

V2u=0, y>O; au I ..., = -u1 (x), 
uy y=O (38.50) 

where z = x + iy, u1 (x) is continuous for -oo < x < +oo, and 

u1 (x) = 0 (I x J-1 - 8 ) (38.51) 

as x-+ oo, e > 0. In this case au/an ly=O = -au!ay ly=O· We will 
also assume that condition (38.48) is met, i.e. 

+oo 

~ u1 (x) dx=O. (38.52} 
-oo 

The Neumann problem (38.50) can be reduced to the Dirichlet 
problem for the function aulay. Indeed, since u (z) is harmonic, we 
conclude that au/ay is harmonic, too, for y > 0. We then have the 
following Dirichlet problem: 

v2 ( :; ) = 0, y > 0; ~~ ly=O = - ut(x). 

Formula (38.19) then yields 
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whence 
+oo 

u(z)=- 2~ J ut(t)In[(t-x)2 +y2 ]dt+C(x). (38.53) 
-oo 

In this formula the integral is a harmonic function for y > 0 since 
the integrand is harmonic and condition (38.51) ensures that the 
integral has a finite value and partial derivatives of all orders. For 
this reason C (x) is also a harmonic function, i.e. C" (x) = 0, whence 
C (x) = C1 + C2x. Condition (38.52) implies that the integral in 
.(38.53) is bounded for y > 0, since we ean represent it in the form 

+oo +oo 

J ut(t)ln[(t-x)2+y2]dt-ln(x2+y2) J udt)dt 
-oo -oo 

and for large values of x2 + y 2 the integral on the right-hand side is 
less in absolute value than 

+oo 

J ju.(t) !In (It I+ 1)2 dt, 
-oo 

which has a finite value in view of (38.51). The function u (z) is bound­
ed and, therefore, so is C (x), which means that C2 = 0. Then (38.53) 
yields the solution to (38.50): 

+oo 

u(z)=- 2~ ·' udt)ln((t-x)2+y2]dt+C, 
-oo 

with C a constant. We can also write the solution in the form 

+oo 

u (z) =-! J u 1 (t) In jt-zl dt+C, (38.54) 
-oo 

since (t- x) 2 + y 2 = t- z2 • D 
The solution to the Neumann problem (38.46), (38.47) in a simply 

connected domain D can be found via a conformal mapping of D 
onto a half-plane and formula (38.54). 

Suppose the function {; = h (z), {; = ~ + i'Yj, maps D conformally 
onto the half-plane Im {; > 0, with z = g ({;) the inverse mapping. -Then the function u ( {;) = u (g ( {;)) is harmonic in the half-plane 
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Im ~ > 0. Find a~ I , where ii is the outer normal to the boundary 
on 11=0 

of the half-plane Im ~ > 0. Under the conformal mapping z = 
g ( ~) the direction of normal ii is transformed in to the direction 
of normal n, and the stretching at points on the straight line 
Im~ = 0 is I g' (~) 1. Hence, 

a~ I =!~I= m lg' (~)I =udg@ x lg' (~)I =-;:;d~) lg' (s)l. 
on 1]=0 % g 

tv -
Bearing in mind that ou/on I'IJ=O = -oulofl 111=0 and employing 
(38.54), we find that 

+co 

;;(~)= --} J ;;dt) lg'(t)lln lt-~1 dt+C. 
-oo 

We return to the old variables and substitute ~ = h (z) and t = 
h ('r). Since g' (t) = 1/h' (<), we can write the solution to (38.46), 
(38.47) in the form 

1 i h' (T) 
u(z)=--;-.udl'}lnlh(<)-h(z)l lh'(T)I d<+C. (38.55) 

r 
Example 7. Let us find the solution to 

V2u=0, r<1; aau j =u1 (ei<P), (38.56) 
r r=1 

21C 

where z = rei<P, u1 (ei<P) is a continuous function, and ) u1 (ei!Jl) dcp = 
0 

0. In this case ou!on lr=l = ou/or lr=t· 

The function z = g ( ~) = ~ ~: maps the half-plane Im ~ > 0 

conformally onto the circle I z I < 1 (Sec. 34). The reverfe mapping 

has the form ~ = h (z) = ~ ~ :i. Since h'(z) = (i ~ z) 2 , the solution 
to (38.56), in view of (38.55), is given by the formula 

( ) 1 \ ( ) 1 11 + T . 1 + Z ., i 11-T 12 d,.. +C. u z = -- u1 T n -- ~--- ~ • 
n 1--r 1-z (1--r)2 

l'ti=t 
(38.57) 

In the integral (38.57) we put -r = eiO. Then 

· 11 12 · (1 iO) (1 -iB) 
I - T = I - e . - e iei6 de = de 
(1-T)2 (1-etO)s ' 

1
1+-r . 1+z ., 2 lei9 -zl 
-- ~--- ~ - -:.....!.:~-.:..:'---
1-T 1-z - 11-ei9 111-zl" 

23-01641 
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From (38.57) we obtain 
2n 

where 

u(z)= -f J u1 (ei6) In jei&-zj d8+J1 +J2 +C, 
0 

2n 

Jt=-! In li~zl J ut(ei6)d8=0, 
0 

2n 

J 2 =! j ut(ei&) In j1-ei&.j d8=const 
0 

(is independent of z). The final solution to (38.56) is 
2n 

1 l' u(z)= ·-n- j u 1 (ei8)ln Jef6-zJd8+C, 
0 

where C is an arbitrary constant. 0 

(38.58) 

The solution to the Neumann problem (38.46), (38.47) in a simply 
connected domain D can also be found via a conformal mapping of 
D onto a circle and formula (38.58). 

The same problem can be reduced to the Dirichlet problem for the 
conjugate harmonic function v (z). Indeed, in view of the Cauchy­
Riemann equations we have 

:: j,El' = ;~ lzer = ut(z), 

whence 
% 

V (z) Jzer = j U1 m ds, (38.59) 

where the integral is taken along an arc of f. By solving the Dirich­
let problem for Laplace's equation 

'V2v = 0, z ED, 

with the boundary condition (38.59) we can find u (z) via simple 
integration (see Sec. 7). 

39 Vector Fields in a Plane 
39.1 The basic concepts Let us assign to each point z = x + iy 

in a domain D in the complex z plane a vector A = (Ax, Ay) whose 
components are functions of x andy, i.e. Ax =Ax (x, y) and Ay = 
Ay (x, y). Then we say that a vector field A (x, y) is given in D. 
It is assumed that both functions, Ax and Ay, arecontinuouslydiffer-
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entiable in D. A vector field in a plane can also be fixed by specify­
ing a single complex valued function, which we will also denote by A: 

A =Ax + iAy. (39.1) 

In many important physical problems, A is an analytic function of z, 
which makes it possible to employ the methods of the theory of func­
tions of a complex variable. 

Here are the main concepts of vector analysis. (For more details 
the interested reader can refer to Kudryavtsev [1].) 

We start with the concept of a streamline. Consider the autonomous 
system of differential equation 

(39.2) 

In many problems the parameter t can be interpreted as time. The 
phase trajectories of system (39.2), i.e. the curves x = cp (t) and 
y = tjJ (t), t1 < t < t2 , where (cp (t), tjJ (t)) is a solution to (39.2), 
are known as the streamlines of the vector field (39.1). A point (x 0 , y 0 ) 

at which A is zero, i.e. 

is said to be a stationary point of system (39.2) or a critical point 
of the vector field A. A stationary point (x0 , y 0 ) corresponds to a 
phase trajectory (a streamline) that consists of only one point. The 
theory of ordinary differential equations makes it possible to esti­
mate the structure of streamlines qualitatively. Precisely, three cases 
may occur: 

(1) A streamline consists of one point (a stationary point). 
(2) A streamline is a smooth closed curve. 
(3) A streamline is a smooth open curve. In this case both end points 

of the curve lie on the boundary of D or coincide with one of the sta­
tionary points. 

An important physical problem related to plane vector fields is 
the steady-state plane-parallel flow of a fluid. Suppose the flow is 
parallel to the (x, y) plane. Then the velocity of each particle of the 
fluid passing through point (x, y, z) is a vector of the form v = 
(vx (x, y), vy (x, y), 0), and the corresponding vector field is a 
velocity field. Instead of a vector field in space we can now study a 
plane vector field, the uelor:ity field. 

(39.3} 

The streamlines in this field are the curves along which the particles 
of the fluid move (or flow). 

23* 
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We turn to the concept of flux and divergence. The flux of a vector 
field A through a closed contour y is the integral 

N = I (A n) ds. (39.4) 
"I' 

Here and in what follows (A ·n) is the scalar product of vector A 
into the unit vector n normal toy, and ds is the element of the length 
of curve y. If y is a simple closed curve oriented counterclockwise 
(clockwise), the normal toy points outward (inward). An alternative 
formula for the flux can be written thus: 

N = ·'- Ay dx+ Ax dy. (39.5) 
'V 

The divergence of a vector field A is the quantity 

divA= aAx + aAy • 
ax ay (39.6) 

Green's formula gives the relationship between divergence and flux: 

.~ (A·n)ds= I I divAdxdy. (39.7) 
'V D 

Here y is a simple closed curve, the boundary of D. 
The formula (39.6) for divergence is not invariant, since it depends 

on the choice of the coordinate system, while (39. 7) enables us to 
give an invariant definition of divergence. Suppose curve y is de­
formed continuously to a point (x 0 , y 0 ), and Sis the area of the surface 
.hounded by y. Then the divergence at this point is defined thus: 

d. A 1. flux through y 
IV = Ill ------''---. area s .. o 

(39.8) 

Thus, divergence is the density of the flux of the vector field. 
Finally, let us define circulation and curl. The circulation of a 

vector field A around a closed contour y is the integral 

r =I (A ·t) ds, (39.9) 
"I' 

where t is a unit vector tangential to y. An alternative formula for 
the circulation can be written thus: 

f= .\ Axdx+Aydy. (39.10) 
i' 

The curl or vorticity of a vector field A is the quantity 

aAy aA curl A=---__ x ax ay (39.11) 
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Remark 1. In vector analysis the curl of a spatial vector field (at 
a given point) is a three-dimensional vector, while we defined the 
curl as a number. The relation between the two concepts is as fol­
lows. Let us use the vector field (39.1) to build a spatial plane-paral-

lel vector field A = (Ax, Ay, 0). Then 
"" 

curl A = (0, 0, curl A). (39.12) 

Green's formula provides the relationship between circulation 
and curl: 

~ (A·t)ds= ~ ~ curlAdxdy. (39.13) 
'I D 

Here y is a simple closed curve that is the boundary of D. This for­
mula can be used to define the curl in an invariant manner: 

l A I . circulation around v 
cur = 1m . area 

(39.14} 
s-o 

Here, just as in (3\:!.8), y is deformed continuously to a point (x 0 , y 0), 

and Sis the area of the surface bounded by y. Hence, curl is the den­
sity of the circulation of the vector field. 

Remark 2. Let us assign to the plane vector field A a spatial plane-

parallel vector field A (see Remark 1). Vector analysis provides the 
following interpretation of the curl. Suppose U is an infinitely small 
neighborhood of point (x0 , y 0 ). Then the instantan~us angular v~ 

locity w with which U rotates is ul = (1/2) curl A, where curl A 
is given by formula (39.12). 

39.2 Solenoidal and irrotational fields A vector field A is said 
to be solenoidal (source-free, zero-divergence) in a domain D if its 
divergence is zero: 

divA = 0. (39.15) 

A solenoidal field preserves area. Precisely, suppose we take a do­
main D 0 in a plane and watch how each point in D 0 moves along the 
streamlines over the same time interval t. Then D 0 will become Dt. 
Condition (39.15) means that the areas of D 0 and Dt are the same. 
If the vector field considered is the velocity field of a fluid, condi­
tion (39.15) implies that the fluid is incompressible, provided its 
density is the same at each point. 

Let D be a simply connected domain. Then (39.6), (39.8), and 
(:3U.15) imply that the integral 

z 

v(x, y)= J -Aydx+Axdy (39.16) 
>o 
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does not depend on the path of integration. This integral, therefore, 
defines in D a single-valued function known as the stream function 
of vector field A. The components of A can be expressed in terms of 
the stream function thus: 

av au 
Ax=ay· Ay=-ax· (39.17) 

A vector field determines the stream function uniquely, to within 
a constant term. 

If a vector field is solenoidal, the streamlines are simply the curves 
along which the stream function is constant. Indeed, from (39.2) 
and (39.17) we find that along a streamline 

dv au dx ' au dy 
dt"=ax (ft-t-ay([t= -AyA:t+AxAy=O, 

so that v (x, y) = const along a streamline. 
If Dis not simply connected, the stream function defmed by (39.16) 

is generally not single-valued. K evertheless, the formulas (39.17) 
remain valid (they are valid for all "branches" of the stream func­
tion), and locally (i.e. within any simply connected domain lying 
inside D) a stream function is always defined. If a vector field pos­
sessesastreamlinefunction, i.e. there is a function v (x, y) such that 
(39.17) is valid everywhere in D, the field is solenoidal. 

A vector field A is called irrotational (potential, nonvortical) in a 
domain D if its curl is zero; 

curl A = 0 (39.18) 

everywhere in D. Suppose D is simply connected. Then the integral 
z 

u(x, y)= ~ Axdx+Aydy (39.19) 
zo 

does not depend on the path of integration and therefore defines in D 
a single-valued function. This function is known as the potential 
of vector field A. The components of A can be expressed in terms of 
the potential thus: 

(39.20) 

Conversely, if there is a potential, i.e. a function u such that the 
components of the field are expressed through u via (39.20), the vec­
tor field is irrotational. 

The curves along which the potential is constant, i.e. u (x, y) = 
const, are known as equipotential curves. These curves are ortho­
gonal to the streamlines. Indeed, the vector grad u =(Ax, Ay) is 
orthogonal to an equipotential curve and is tangential to a streamline. 
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If the f1eld is irrotational but D is multiply connected, locally 
(i.e. in each simply connected domain lying in D) a potential is always 
defined uniquely, to within a constant term. On the other hand, in 
the entire domain D the potential in this case may be a multiple­
valued function, but (39.20) are valid for each of its branches every­
where in D. 

As known from vector analysis, every vector field can be repre­
sented as the sum of a solenoidal field and an irrotational field (e.g. 
see Kudryavtsev [1) and Nikol'skii [1]). 

39.3 Harmonic vector fields A vector field is said to be har­
monic in a domain D if it is both solenoidal and irrotational in D, 
i.e. 

div A = 0, curl A = 0 (39.21) 

everywhere in D. A harmonic vector field possesses both a stream 
function and a potential. From (39.17) and (39.20) it follows that in 
this case these functions are related thus: 

(39.22) 

which are simply the Cauchy-Riemann equations for the function 

f (z) = u (x, y) + iv (x, y). (39.23) 

We can therefore formulate 
Theorem 1 The stream function and the potential of a harmonic 

vector field constitute a pair of conjugate harmonic functions. 
The function f (z) is known as the complex potential of the vector 

field A. It is analytic in D, and if D is simply connected, the complex 
potential is regular in D. 

We can express all the characteristics of a field in terms of the 
complex potential. First we have 

A=~+ i ~ = ~- i .!..!:_ = f' (z). (39.24) ax ay ay ax 

This implies, for one, that the derivative of the complex potential, 
f' (z), is single-valued and hence regular in D. 

Since f' (z) dz = (Ax - iAy) (dx + i dy), we can write (39.5) and 
(39.10) as follows: 

N = Im .\ f' (z) dz, f = Re ) f' (z) dz. (39.25) 
v v 

Combining these formulas, we obtain 

f+iN= .\ f'(z)dz. (39.26) 

Here are some simple examples of harmonic vector fields. 
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Example 1. A constant vector field. Such a field is specified by 
a single complex number A = Ax + iAy, where Ax and Ay are both 
constant and real. The complex potential is f (z) = Az + c, where c 
is a constant. The streamlines are straight lines with the direction 
vector being A, while the equipotential curves are straight lines 
orthogonal to the streamlines. The flux through any closed curve and 
the circulation around any closed curve are zero. D 

Example 2. Suppose the complex potential is f (z) = z2• Then 
u (x, y) = x2 - y2 and v (x, y) = xy. Hence, the streamlines are 

the hyperbolas xy = const, while 
the equipotential curves are the 
hyperbolas x 2 - y2 = const (Fig. 
151). Point z = 0 is a critical 
point for this vector field. Indeed, 
from (39.24) it follows that the 
critical points of a harmonic vector 
field are those and only those at 
which 

j'(z) = 0. (39.27) 

In our example the point z = 0 is 
a streamline. Among the stream-

Fig. 151 lines there are four rays: xy = 0, 
z =I= 0, which form right angles at 

point z = 0 (see Fig. 151). Among the equipotential curves there are 
also four rays: x2 - y2 = 0, z =1= 0. 0 

Remark 3. An arbitrary smooth vector field may have an ex­
tremely complex structure near a critical point. But if a vector field 
is harmonic, its local structure near a critical point is quite simple. 
Suppose z0 is a critical point for a vector field with potential f (z). 
Then 

j' (zo) = 0, ... ' j<n-l) (zo) = 0, r> (zo) =I= 0 

for ann~ 2. Then by introducing the function z = g (~). z0 = g (0), 
with g ( ~) regular and univalent at point ~ = 0, we can write the 
complex potential near point[z0 in the form 

f (g (S)) =f (zo) + ~n .. (39.28) 

(Corollary 2 in Sec. 32). For this reason, the streamlines and the 
equipotential curves of a harmonic vector field have the same arrange­
ment near a critical point as that of a field with the complex po­
tential (39.28). Among the various streamlines there are 2n rays 
that emerge from or end at point ~ = 0, and the angle between two 
adjacent rays of this kind is nln. 
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Example 3. Sources and sinks. Suppose we have a field with a com­
plex potential f (z) = (Q/2n) In z, where Q s a nonzero real constant. 
Then 

u (x, y) = 9Q ln lzl, 
-:n 

Q v (x, y) = Z:n arg z, 

and the streamlines are the rays arg z = const, while the equipoten­
tial curves are the circles I z I = const (Fig. 152). At z =1=- 0 this­
vector field is harmonic. 

Suppose y is a simple closed curve containing the origin of coor­
dinates in its interior and oriented counterclockwise. Since f' (z) 

Fig. 152 Fig. 153 

Q/(2nz), from (39.26) we find that N = Q and r = 0. For this­
reason point z = 0 is said to be a source of strength Q if Q > 0 or a· 
sink of strength I Q I if Q < 0. D 

Example 4. Vortices. Suppose we have a vector field whose com­
plex potential is f (z) = (r 0/2ni) ln z, with r 0 a nonzero real num­
ber. Then 

u (x, y) = 2ro arg z, 
:n v(x, y)=- ;o lnlzl, 

-:n 

and the streamlines are the circles I z I = const, while the equipo­
tential curves are the rays arg z = const (Fig. '153). If y is a closed 

curve circuiting point z = 0 in the positive sense, then J f' (z) dz = 
y 

r 0 , with N = 0 and r = r 0 • Point z = 0 is then called a vortex­
of strength r o· 0 

Various combinations of the harmonic vector fields we have just. 
discussed lead to new examples of harmonic vector fields. 
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Example 5. The combination of a source (sink) and a vortex has 
a complex potential of the form 

f (z) = 0 -;-~ro ln z, 

·where Q and r 0 are nonzero real constants. If y is the same curve as 
.in Example 4, we have the following values for flux and circulation: 

I 

\ 
',, ... _ -

Fig. 154 

--~ I 
I 

\ ', 

Fig. 155 

N = Q and r = r O· The streamlines and the equipotential curves 
are logarithmic spirals winding up into the origin of coordinates. 0 

Example 6. Dipoles. In this case the complex potential is f (z) = 
m/2nz, with m a nonzero real constant. The streamlines and the 
equipotential curves are circles passing through the origin of coor­
dinates (Fig. 154). The constant m is called the dipole moment, and 
the real axis (Ox) the dipole axis. 0 

A dipole can be obtained by combining a source and a sink (Fig. 155) 
·Of equal intensities situated at the points z = + h and sending h 
to zero, with Q--+ oo and Q X 2h--+ m. Indeed, 

I . Q 2h In (z+h)-ln (z-h) 
llll~ 2h 

m dIn z m 
2:1: dZ = 2nz · 

Example 7. Multipoles. Suppose we have a complex potential 
with a pole at point z = 0, i.e. f (z) = Cz-n, n:;:::, 2, with C a non­
zero complex constant. Then we say there is a multipole at point 
z = 0. A multipole can also be obtained by combining sources and 
vortices near to the origin of coordinates and conducting an appro­
priate passage to the limit. D 
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40 Some Physical Problems from Vector Field Theory 
40.1 Streamline flow around solids \Ve take the steady-state 

plane-parallel flow of an ideal incompressible fluid (e.g. see Lavren­
t'ev and Shabat [1]). It is proved in courses of fluid mechanics that 
the resulting velocity field V = Vx + ivy is harmonic and is charac­
terized by a complex potential f (z) = u (x, y) + iv (x, y) such that 

V=f'(z). (40.1) 

Suppose we have specified on a plane a simply connected domain f5 
with a smooth boundary S. Let D be the exterior of S filled with the 

fluid. Suppose the "solid" f5 moves with a constant velocity - V oo 

or, which is the same, the fluid flows past the solid with a velocity 

V "'" while the solid is at rest. (We speak of jj as a solid because S 
-does not vary.) Then the complex potential f (z) is a function that is 
.regular in D, with f' ( oo) = V oc· We expand f' (z) about point z = oo 
in a Laurent series: 

! ' ( ) V + c_l + c_2 + z = oo -z- ~2- • • • • (40.2) 

From (39.26) we find that 2nic_1 = f + iN, where f and N are the 
-circulation and the flux of the vector field, respectively around and 

through any closed curve surrounding the solid jj. By definition, 
D contains no sources, which means that N = 0. Then (40.2) yields 

f(z)=Vooz+c+ 2~i lnz- c;2 + ... (40.3) 

in a neighborhood of point z = oo. The velocity V oo and the circu­
lation r must be specified-this is the boundary condition at in­
finity imposed on the complex potential f (z). The boundary condi­
tion at the "surface" S of the solid is as follows: at any point of S 
the velocity of the flow must be tangential to S. Hence, S is one of the 
streamlines, so that the boundary condition on S is 

v (x, y) Is = const. (40.4) 

Thus, we must find a function f (z) that is regular in D, has a Lau­
rent expansion (40.3) about point z = oo, with V oo and r fixed (com­
plex and real) constants, and satisfies the boundary condition (40.4) 
on S. 

Theorem 1 The solution of the problem of streamline flow is unique. 
Proof. Suppose we have two fields with complex potentials / 1 (z) 

and / 2 (z) both of which are solutions. Then the difference / 1 (z) -
j 2 (z) = f (z) is regular and bounded in D. The function v (z) = 
Im f (z) is harmonic and bounded in D, assumes a constant value 
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on S, and, by the uniqueness theorem for the solution of the Diri­
chlet problem, is a constant. Hence f (z) === const, and the potentials 
f 1 (z) and f 2 (z) differ by a constant, which implies that the two fields. 
coincide. The proof of the theorem is complete. 

The flow of fluid around a body is said to be irrotational if r is 
zero and rotational if r is not zero. 

Theorem 2 The potential w = f (z) of an irrotational flow around' 
a solid maps D conformally onto the exterior of a segment that is paral­
lel to the real axis. 

Proof. Without loss of generality we can assume that v Is = 0. 
Let us show that there is a function w = g (z) that maps D confor­
mally onto the exterior of a segment of the real axis and can he ex­
panded about point z = oo in the series g (z) = V ooZ + g 0 + .... 
Then g (z) satisfies the boundary condition (40.4) and is therefore the­
potential; by Theorem 1, f (z) = g (z) + const. 

Suppose w = h (z) is the function that maps D conformally ont() 
the exterior of the segment [0, 1]. Then it has a simple pole at point 
z = 0 and can be expanded about this point in the series 

h (z) = h_1z + h0 + .!2_ + . . . · z 

The function w = (h (z-1))-1 maps D conformally onto a domain D 1 • 

since it is a composite of two univalent functions. For small values 
of I z I we have w = z/(h_1 + h0z + ... ), so that w (0) = 0 and 
w' (0) = h=i. By Riemann's theorem (see Sec. 33), for every real a. 
there is a function ha (z) that maps D conformally onto D 1 and such 

, I Voo I 
that arg ha (0) = a. We put a = arg V oo; then g (z) I h~(O) I X 

ha(z \ , which is the sought-for function. 
Obviously, the function w = f (z) = u + iv that maps D con­

formally onto the exterior of a segment parallel to the u axis satis­
fies conditions (40.3) (at r = 0) and (40.4) and, there~ore, is the 
complex potential of a flow. For this reason, the solution of the prob­
lem of irrotational flow is reduced to finding a function that maps D 
conformally onto the exterior of a segment of the form u1 ~ u ~ 
u 2 , V = v0 • 

40.2 Chaplygin's and Zhukovskii's formulas Suppose an air­
plane wing (an airfoil) is moving in air, whose density is p, with a 
constant subsonic velocity - V"" or, which is the same, the air is 
traveling pa-t the wing with a velocity V oo· We can think of the wing 
as an infinite cylinder with generatrices orthogonal to the velncity 
vector. We have thus formulated a plane problem of vector field 
theory. Let us calculate the total force on the con tour S of the wing's 
cross section, or the aerodynamic lift. Suppose p (z) is the air pressure 
at point z. On S the pressure is directed inward along a normal, which 
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means the force on the element dz of the length of contour S is ip dz. 

The total force on S is P = ) ip dz. For a steady-state irrotational 
s 

flow we can use Bernoulli's formula 

A p q 

p= -2v~, 

where A is a constant, v = 1 V 1. and V is the flow velocity. This 
yields 

P=- r; ) v2 dz. 
s 

On S the velocity is directed along a tangent (see (40.4)), so that 
V = f' (z) = vei!!l, where qJ = arg dz. Hence, 

P = - P; ) (!' (z))Z e-2itp dz = - r; ) (f' (z))2 dZ:, 
s s 

since e-2 i!!l dz = dz. For vector :P, which is the complex conjugate of 
P, we obtain 

P = P; \ (f' (z)) 2 dz. 
s 

(40.5) 

This is the classical formula obtained by the Russian mathemati-
cian S. A. Chaplygin. · 

From this formula and the expansion (40.2) of f' (z) about point 
z = oo we can find, employing the theory of residues, the following 
formula 

Hence, 

-P 2 . pi rv oo . r\r = l"H ---=tp oo• 2 ni 

P = -ipfVoo. (40.6) 

This constitutes the essence of the famous theorem of Zhukovskii: 
The aerodynamic lift is equal in magnitude to the product of the den­

sity, the flow velocity at infinity, and the circulation. It is directed at 
a right angle with respect to V oo opposite the circulation. 

40.3 Streamline flow around a circular cylinder Let us start 
with an irrotational flow around a circle 1 z 1 = R. The potential 
of such a flow maps the exterior of the circle conformally onto the 
exterior of a segment of the real axis. Due to the symmetry of the 
problem, we can assume that the flow is directed along the x axis, 
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i.e. V,., is a real number. The sought-for mapping is performed by 
the Zhukovskii function 

W=a(~+:), 
where a is a real constant. From the condition that f' (oo) = Voo 
we find that w = V ooZ + R 2V oolz. For an arbitrary flow (V oo is com­
plex valued) we obtain a similar result: w = V ooZ + R 2V oolz. Note 
that this flow is the sum of a homogeneous flow V ooZ and the flmv 
V ooR2/z of a dipole at point z = 0. 

Since Re In z = const for I z I = R, the flow 2r. In z also sur­;u 
rounds the solid. The solution to this problem is 

- VooR 2 I r 
j (z) = V ooZ + --;- -2 . ln Z. z ;u (40.7) 

Let us find the critical points of this flow, at which f' (z) = 0, i.e. 
where the velocity of the flow is zero. The equation 

(40.8) 

yields 

t ( ir / '- I v· 12 R2 f2 ) z12=-=-- -2-+J '* oo --22. ' 2Voo Jt - Jt 
(40.9) 

For I r I ~ 4n I v oo I R the radicand is positive, so that 1;z~. 2 I = 
= R and both critical points lie on this circle. In what follows we 
assume, for the sake of simplicity, that Voo is real. Then:(40.9) yields 

z1. 2 = R (i sin a+ cos a), sin a= 4:n:JooR , 

and the critical points are z1 = Reia and z2 = Rei(n-a), 
If f = 0, then z1,2 = +R. As eirculation increases, the points 

move closer to each other and coincide at a critical value of circula­
tion f 0 = 4nVooR. 

The boundary of the circle consists of streamlines (see (40.4)). 
For this reason the streamline that arrives at the critical point z2 

branches into two streamlines, the upper and lower arcs of the circle 
(Fig. 156a). Point z2 is known as a branching point. At the second 
critical point, z1 , the two streamlines (the arcs of the circle) converge; 
this point is known as a convergence point. Note that the stream­
line that arrives at point z2 and the streamline that leaves point z1 

are orthogonal to the circle. Indeed, at point z1 we have 

1 ( 2VooR2 ) f' (z1) = 0, f" (z 1) = 22 + if * 0, :n:zl zi 
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and the local structure of the streamline is the same as for the po­

tential ~ f" (z1 ) (z - z1 ) 2 (see Sec. 39). The orthogonality of these· 

streamlines follows from Example 2 in Sec. 39. 
At the critical value of circulation ±f we have 

Zt.2 = iR' f" (iR) = 0, j"' (iR) =I= 0, 

which means that the angle between two adjacent streamlines enter­
ing point z = iR is n/3 (see Sec. 39). The streamlines for this case 
are depicted in Fig. 156b. 

(c) 

Fig. 156 

If I r I> f 0, the radicand in (40.9) is negative and 

lzt, zl = 4n:~oo (f ± Vrz- 16n2V~R2) =I= R. 

From (40.8) it follows that I z1z2 I = R 2 , so that one critical point 
lies inside the circle I z I = R and the other outside the circle. This 
results in closed streamlines (Fig. 156c). 

Circulation r can he expressed in terms of the coordinates of a 
convergence point thus: r = 4nvooR sin a. But if arg V oo = e, then 

f = 4nvcoR sin (a - 8). (40.10) 
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40.4 Streamline ftow around an ellipse and a plate Let S be 
the ellipse 

x2 yz 
(12'+[;2=1 (O<b<a). 

'Its foci lie at points +c, with c = Vb2 - a2 • The solution of the 
problem of streamline flow around an ellipse can be reduced to the 
problem of streamline flow around a circle. The function that is the 
inverse of the Zhukovskii function, or w (z) = z + V z2 - c2 , maps 
'the exterior of an ellipse on the exterior of a circle, I z I > R (see 
.Sec. 35. 7). We select the branch of the root in the inverse of the Zhu­
kovskii function, which is regular in the complex z plane with a cut 
along the segment [ -c, c], on which V z2 - c2 is positive for real 
z E (c, +oo). The radius R of the circle and the semiaxes of the el­
lipse are related through the following formulas (see Sec. 35.6): 

a = ~ ( R +~)and b = ~ ( R- ~), from which it follows that 
.R = a + b. In view of (40. 7) we have 

.f(z)={-[Voou,·+ Voo(;+W ]+ 2~i lnw 

= _21 [v"" (z + V z2-c2) + Yoo ~+W J + 2r. In (z + V z2-c2). z+ z2-c2 ITt 

The factor 1/2 appears because V z2 - c2 "" z (z ~ oo) and there­
fore w' ( oo) = ·2. Multiplying the numerator and denominator in 
the second term in the square brackets on the right-hand side of the 
above expression by z - V z2 - c2 , we finally obtain 

1 - /-- 1 (a+b) 2 v--.f(z)=yVoo(z+l z2 -c2)+T · c2 Voo(z- z2 -c~) 

r --
+-2. ln(z+Vzz-cz). 

:ru 
(40.11) 

At a = c and b = 0 the ellipse becomes the segment I = [-c, c], 
and from (40.11) we find the complex potential of streamline flow 
around a plate of length 2c: 

1- 1- v--' (z) = y(Voo + V oo) z+2 (V00 - V oc) z2-c2 

+ .,r. ln (z+ Vz 2 -c2 ) • 
.:;.JU 

Putting V oo = Uoo + ivoo, with Uoo and Voo real, we obtain 

/(z) = UooZ-iVoo Vz 2-c2 + 2~i ln (z+ Vz2-c2). (40.12) 
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The velocity of the flow can be calculated via (40.12): 

V- _ f' ( ) _ 2nvooz+f 
- Z -Uoo+ · ' 

2rti V z2 -c2 
(40.13) 

and for an arbitrary value of circulation r the velocity becomes in­
finite at the edges of the plate, i.e. at the corner points of the 
boundary of the solid. 

Here for the first time we have encountered the case where the 
boundary of the solid in streamline flow is not smooth. For such solids 
the problem of streamline flow requires additional physical assump­
tions. Chaplygin was the first to find such a condition. Suppose the 
solid has a sharp edge A. Then the flow velocity must be finite at the 
sharp edge of the profile. An alternative formulation of Chaplygin's 
condition reads as follows: the sharp edge of the profile is a converging 
point. If the profile has only one sharp edge, Chaplygin 's condition 
uniquely determines the circulation. 

Since a plate has two sharp edges z = +c, Chaplygin's condition 
can be met only at one of the edges. Suppose the condition is met at 
edge z =c. Then (40.13) and Chaplygin 's condition gives the one 
possible value of the circulation: 

r 0 = -2ncv., (40.14) 

while (40.13) yields the following distribution of velocities: 

- - v-;=c V=Uoo-Woo -,-
z-rc 

(40.15) 

On edge z = -c the flow velocity becomes infinite. 
40.5 Streamline flow around the Zhukovskii profile Let y be 

the arc of a circle passing through the points z = ±a, with the mid­
dle of the arc passing through point z = ih, and let y' be the circle 
centered at point w = ih and passing through the points w = ±a 
(Fig. 127). Example 40 in Sec. 35 shows that the function w = z + 
V z2 - a2 maps the exterior of y conformally onto the exterior of 
y'. Note that the tangent toy at point z = -a forms an angle a = 
2 arc tan (hla) with the real axis, while the tangent at z =a forms 
an angle ~ = (n - a)/2. 

Suppose Yd is a circle centered at point wd = ih - de-ia./2, lying 
inside y', and touching y' at point w = -a. The radius of ~y,i is 
Rd = V a2 + h2 + d. The function w (z) maps the exterior of Yd 
conformally onto the exterior of "(d (Fig. 127), which resembles the 
cross section of an airplane wing and is known as the Zhukovskii 
profile. 

24-01641 
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Let us solve the problem of streamline flow around the Zhukov­
skii profile by recilucing it to the problem of streamline flow around a 
circle. The function 

1 v--W= 2(z+ z2-a2-1Va) (40.16) 

maps the exterior of '?d conformally onto the exterior of the circle 
I z I > Rd, and from (40. 7) we can find the complex potential: 

1 [- v ... Ra J r f (z) = 2 _v_w + w +2it In w, 

where w = w (z) is given by (40.16). The circulation r can be found 
from Chaplygin's condition: the sharp edge of the profile must be 
a convergence point. The image of point z = -a is R 0e-ia.f2, with 
R 0 > 0 (Fig. 127), and (40.10) yields the following value of the cir­
culation: 

r = - 2~v ... <Y a2 + h"l. +d) sin (a+ ; ) . 
By Zhukovskii 's theorem, the aerodynamic lift on an airplane wing is 

I PI = 2npv;., (V a2 + h2 + d) (sin ( 8 + ; ) ) . 



Chapter VII 

Simple Asymptotic Methods 

41 Some Asymptotic Estimates 

In this section we will consider simple asymptotic estimates of roots 
of transcendental equations, integrals, and series. Asymptotic esti­
mates are relationships of the type 

f (x) = 0 (g (x)), f (x) = o (g (x)), f (x),....., g (x) 

as x--+ a. The meaning of the symbols 0, o, and,....., was explained in 
Sec. 4. 

41.1 The asymptotic behavior of roots of equations We start 
with simple examples. 

Example 1. Suppose a function f (z) is regular and has a simple zero 
at point z0 =I= oo, i.e. f (z0) = 0, f' (z0) =I= 0. We consider the equa­
tion 

f (z) = e, (41.1) 

where ~:; ~s a small complex number. For small values of I e I (this 
is what we mean by e being small), Eq. (41.1) has a root z (e) that 
is close to point z0 • We wish to establish the asymptotic behavior 
of z (e) as e--+ 0. 

This problem can be solved via the inverse function theorem (see 
Sec. 13). By this theorem, in a small neighborhood of point e = 0 
there is a function z (e) that is the inverse off (z) (i.e. f (z (e))== e 
for small values of I e 1). The function z (e) is regular at point e = 0 
and can be expanded in a Taylor series 

00 

z (e)= z0 + 2J Cnen, 
n==i 

(41.2) 

which converges in a circle I e I < p for a small positive p. The ex­
pansion coefficients of (41.2) can be calculated by the Biirmann­
Lagrange formulas (31.39). In particular, c1 = 1/f' (z0). 

Expansion (41.2) yields the following asymptotic formulas: 
N 

z (e)= z0 + ~ c"e" + 0 (eN+1) (e-+ 0). 
k-1 

(41.3) 

llere for N = 1 we have 

z (e) = z0 + 0 (e), 
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while for N = 2 we have 

(41.4) 

Remark 1. If we are interested only in the first few terms in expan­
sion (41.2), we can employ the method of undetermined coefficients. 
Precisely, we write z (e) in the form of the expansion (41.2) and sub­
stitute it into Eq. (41.1). The function I (z) can be expanded for 
small values of I z - z0 I in a Taylor series: 

00 

l(z)= LJ an(z-z0)n, 
n=i 

and we write Eq. (41.1) in the form 
00 00 

LJ an ( :2:; c,.8k )n - 8 = 0. 
n=i k=1 

Expanding the left-hand side of this equation in a power series in e 
and nullifying the coefficients of the various power of 8, we arrive at 
a system of recurrence formulas for determining c1 , c2 , •••• 

Example 2. Let us take Eq. (41.1) with a function I (z) that is 
egular and has a zero of an order not less than 2 at point z0 , i.e. 

I (zo) = !' (zo) = ... = r-1 (zo) = o, l(n> (z0) =1= o. 
The second inverse function theorem (see Sec. 32) implies that for 

small nonzero e's Eq. (41.1) has exactlyndifferent solutions z0 (e), 
z1 (e), ... , Zn (e) (which are elements of a single n-valued analytic 
function). In this example, instead of using the inverse function 
theorem directly it is more convenient to transform Eq. (41.1) into 
an equation for which the conditions of Example 1 are applicable. 
Let us assume that e varies not in the entire neighborhood of point 
e = 0 but only in a sector S with the vertex at point e = 0. For the 
sake of definiteness we will take the sector S: I e I > 0, I arg e I=::;;; 
n - 6 (0 < 6 < n). 

By hypothesis, in the neighborhood of point z0 we have 

I (z) = (z - z0tg (z), (41.5) 

where g (z) is regular and nonzero at point z0 • 

The equation wn = e (e =1= 0) has exactly n different solutions 

wj = e2nii!n Ve, O=::;;;j=::;;;n-1, (41.6) 

where ve is a fixed value of the root. Suppose e E S; by Ve we de­
note the regular branch of the root on which Ve is positive for B > 0. 

The function v g (z) splits in a small neighborhood U of point z0 

into n regular branches; by v g (z) we denote one of the branches. 
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To isolate a branch it is sufficient to specify the value of the root 
V g (z 0 ). Since f (z) = ((z - z0 ) V g (z)t, we conclude, by (41.6), 
that Eq. (41.1) splits in U into n independent equations: 

(z-z0) vg(z)=e2nii!n'Ve, ,O~j~n-1. (41.7) 

Iff (z) is the left-hand side of Eq. (41.7), then]' (z0) = 'V g (z0) =I= 0, 
and for each equation in (41. 7) the conditions of Example 1 are met. 
Hence, for a small e E S Eq. (41.1) has exactly n solutions 

00 

zi (e)= z0:+- ~ ck(e2JTii/n {e)k, O~j~n-1. 
1!=1 

(41.8) 

The series in (41.8) converge for small e 's. The reader will recall 
that the symbol ve on the right-hand side denotes a regular branch 
of the root in S that is positive for e > 0. The coefficients ck can be 
calculated via the Biirmann-Lagrange formula (31.39). For instance 
(see Sec. 32.1), 

- n/ n! 
cl- l j(n) (zo) • D 

Example 3. Let us consider the equation 

z3 - z2 = e (41.9) 

and examine the asymptotic behavior of its roots as e -+ 0. At e =0 
Eq. (41.9) has a simple root z1 = 1 and a second order root z2 = 0. 
For small e's Eq. (41.9) has a root z1 (e)-+ z1 = 1 as e-+ 0 and 
two roots z2, 3 (e)-+ z2 = 0 as e-+ 0. 

Let us establish the asymptotic behavior of the root z1 (e). We put 
00 

z = 1 +e. Then~ + 2~2 + ~3 =e. Example 1 yields ~ = ~c11 e11 , 
k=! 

so that 

(c1 e + c2e2 + ... ) + 2 (c{e2 -i- ... ) + 0 (e3) - e = 0. 

Nullifying the coefficients of e and e2 , we obtain 

c1 - 1 = 0, c2 + 2cl = 0, 
whence 

z1 (e) = 1 + e - 2e2 + 0 (e3) (e -+ 0). 

Now let us establish the asymptotic behavior of z2, 3 (e). Suppose 
e > 0, for the sake of simplicity, and Ve > 0. Equation (41.9) 
splits in the neighborhood of point z = 0 into two equations: 

zV1-z=iVe, z V1-z= -iVe, 
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where V 1- z lz=o = 1. The first equation has the form 

z2 v-z- r+O (z3) = i B. 

00 

We put z = ~ ck <V~)k. Then 
k=1 

V- c2 v-
Ct e+ c2e--f- e+ 0 (e312) = i e, 

which yields c1 = i and c2 = -1/2. Hence, 

z2 (e)= iVe- ~ + o (e312) (e--+ +0), 

z3 (e)= -iVe- ~ +O(e312) (e--+ +0). 

These formulas are applicable when e --+ 0, e E S, where S is any 
sector with its vertex at point z = 0. 0 

Example 4. Consider the equation 

z- sin z =e. 

At e = 0 this equation has one root of order 3, so that for small e's 
the equation has three roots lying close to z = 0. Let us establish 
the asymptotic behavior of these roots as e--+ 0, e > 0. For small 
value of I e I we have 

3 

z-sin z= lf-+0 (z5) = e, 

whence (41.8) yields 

z1(e)=e2niii3'V6e+O(e213) (e--+0), j=O, 1, 2. 

Here Ve > 0 for e > 0. D 
Example 5. Let us consider Eq. (41.1) with f (z) regular and having 

a zero at point z = oo. Then for small values of I e I Eq. (41.1) has 
one or several solutions that tend to infinity as e--+ 0. We have 

00 

f (z) =--= z-n ~ akz-k, a0 =I= 0, 
k=O 

where the series is convergent in the domain I z I > R for largeR's, 
and n is a positive integer. The substitution ~ = 1/z transforms 
Eq. (41.1) into 

(41.10) 
where 

00 

g m = ~ ak~k' g (0) =I= 0. 
k=O 
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We have thus arrived at the equations discussed in Examples 1 
and 2. 0 

Example 6. Consider the equation 

p (z) =A, (41.11) 

where p (z) is a polynomial of a degree not less than two: 

p (z) = a0zn + a1zn-i + ... +an, a0 =I= 0. 

Let us examine the behavior of the roots of this equation as A -
oo, A E S, with S the sector I arg A I~ n- 6 (0 < 6 < n). 
We put e = 1/A and ~ = 1/z. Then we can write Eq. (41.11) in the 
form 

8. 

Example 2 implies that Eq. (41.11) has n roots 

z1 (J.)=e2nii/nv£[n;- +0 (~)] (A-oo, AES). 
l' ao l/;. 

Here 0 ~ j ~ n - 1, the value of V a0 is fixed, and vX" is the regu­
lar branch of the root that is positive for A> 0. D 

Iff (z) is a rational function, then, as e- 0, each root of Eq. (41. i) 
tends to one of the roots of the limiting equation f (z) = 0. But if 
f (z) is not a rational function, then the roots of Eq. (41.1) behave 
in a much more complex way as e- 0. 

Example 7. The equation ez = e has no solutions at e = 0. But 
if e =1= 0, all the solutions of this equation are given by the formula 

zk (e) = 2kni + In e 

(In e is a fixed value of the logarithm), and all roots zk (e) tend to 
infinity as e - 0. D 

Let us consider examples of another type. Suppose the function 
f (z) is entire or meromorphic and let the equation 

f (z) = 0 (41.12) 

have an infinitude of roots, z1 , z2 , ••• , Zn, ••.• By the uniqueness 
theorem, each bounded domain in the complex z plane can have only 
a finite number of roots of Eq. (41.12); hence, Zn- oo as n- oo. 
Let us examine the asymptotic behavior of the roots of Eq. (41.12) 
for some elementary functions f (z). 

Example 8. The equation 
1 

tanz=­z ( 41.13) 
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has an infinite number,of real roots, which the graphs of the function 
tan x and 1/x clearly show. Since both tan x and 1/x are odd func­
tions, the real roots of Eq. (41.13) lie symmetrically in relation to 
point x = 0. Suppose Xn is a root of Eq. (41.13) that lies in the in­
terval n:rt - :rt/2 < x < n:rt + :rt/2. Let us find the asymptotic be­
havior of Xn as n-+ +oo. Assuming that x = n:rt + y and 1/n:rt = e, 
we arrive at an equation for y: 

sin y 
f (y) = 8 • f (y) = _c_o_s -Y -. """y'-s.,-in_y_ (41.14) 

At e = 0 Eq. (41.14) has a simple root y = 0. Let us establish the 
asymptotic behavior of the solution y (e) of Eq. (41.14) such that 
y (e)-+ 0 as e-+ 0. This equation is of type (41.1), where the func­
tion f (y) is regular at point-y .....- 0 and· this point is a simple zero for 
f (y). Example 1 yields 

ao 

y (e)= ~ c"e", 
k=1 

with c1 = 1, so that 
00 

1 ~ ell x =n:rt - --n + nn + (nn)k 
k=2 

for large n 's. In particular, 

Xn=n:rt+-1-+0 (4) (n-+ +oo ). nn n 

Equation (41.14)"also has the roots {-xn}, n = 1, 2, .... 0 
Remark 2. It can be proved that the only roots Eq. (41.13) has 

are real roots. 
Example 9. Consider the equation 

z -ln z =A. (41.15) 

in D, with D the complex z plane with a cut along the semiaxis 
( -oo, 0] and without the closed circle I z I:::;;;; p, p > 0. Here ln z 
is the regular branch of the logarithm in D that is positive for real 
Z =X> 0. 

Let us establish the asymptotic behavior of the roots of Eq. (41.15) 
as A. -+ + oo. Suppose that Eq. (41.15) has a root z = z (A.) for large 
values of A.. Then z (A.)-+ oo as A.-++ oo. This follows from the 
fact that the function z - ln z is bounded in any bounded domain 

De D. 
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Further, In z. =In I z 1 + icp, I cp I < n for z ED, so that !In z I= 
o(lz I) as z-+oo, zED. Hence, z(A.).-A. as A.-++oo and 

·.z <i> ="' (1 + ~(A.)), 
where ~ (A.)-+ 0 as ."--+ +oo. . 

Let us first ·show that for A.> A-0 > 0 and a large A- 0 Eq. (41.15)' 
has in D only one root' 1z (A.), with · · 

z (i) · A.+ q (In~) (A.-+ +oo). (41.16) 

Putting z =A. (1 + ~)in (41.15), wearrive at the following equation: 

( 41.17) 

Now we can use Rouche's theorem (Sec. 30). We write Eq. (41.17)' 
in the form · 

~ - ( e + 6 In ( 1 + S)) = 0, (41.18); 

where e = (lnA.)/A. and 6 = 1/A. are small parameters, with 6 = 
o (e) (A.-+ +oo ). Consider the circle Ke: I ~ I ~ 2e. Since e -+ 0· 
as A. -+ +oo, we conclude that there is a positive A.0 such that the· 
circle Ke lies within the circle K: I ~ I < 1/2 for A.> A- 0 • The func­
tion In (1 + ~) is regular and bounded in K, i.e. !In (1 + ~) I~ 
M, and this is true for the circle K 8 for A.> A-0 • At the boundary 
I ~ I = 2e of K 8 we have 

I - e - 6 In ( 1 + ~) I ~ e + M6, 

and since 6 = o (e) as A.-+ +oo, we can write 

I - e - 6 In ( 1 + ~) I < 2e = I ~ I 

for A.> A.1 if A-1 is large. By Rouche's theorem, the number of roots 
of Eq. (41.18) lying inside K 8 is equal to the number of roots of the· 
equation ~ = 0. Hence, for A. > A-1 Eq. (41.18) has a single root 
Co (A.) in the circle K 8 , with I ~ 0 (A.) I< 2 I e j, i.e. ~0 (A.) = 
0 ((In A.)/A.) (A.-+ +oo). We have thus proved the validity of 
(41.16). 

Let us make (41.16) more exact. To this end we use the iteration 
method, i.e. we substitute the estimate ~ = 0 ((In A.)/A.) into the· 
right-hand side of Eq. (41.17). We then have 

~ = ~~ ~ + ~ In ( 1 + 0 ( ~~A ) ) = ~~A + 0 ( 1~2~ ) , 

since In ( 1 + ~) = 0 (~) (~-+ 0). Hence, 

( In A ) z(A.)=A.+lnA.+O -A- (A.-++ oo), (41.16'} 
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.and we have an asymptotic formula for z (A.) that is more exact than 
(41.16). If we substitute the more precise formula for ~into the right­
band side of Eq. (41.17), we obtain an asymptotic formula for z (A.) 
that is still more exact. The process can be continued. 

Finally, it is easy to verify that the asymptotic formula (41.16) 
is valid for A. E S, lA. I - oo, where S is a sector of the type I arg A. I ~ 
.n - a (0 < a < n). In these formulas ln A. is the regular branch 
-of the logarithm in S that is positive for real A.> 1. 0 

Example 10. Consider the equation 

ez = az (a =I= 0). (41.19) 

We will show that this equation has an infinitude of roots and will 
examine their asymptotic behavior. 

In any bounded domain in the complex z plane there can be only a 
·finite number of roots of Eq. (41.19), since ez- az is an entire function. 
Moreover, the function I ez I exponentially increases along any ray 
arg z = a that lies in the right half-plane, and exponentially de­
-creases along any ray arg z =a that lies in the left half-plane, while 
the function I az I increases linearly along any ray. This implies that 
the roots of Eq. (41.19) group around the imaginary axis, i.e. all 
roots except a finite number lie in a sector that contains the imagi­
nary axis. Here is a rigorous proof of this proposition. 

In Re z ~ 0, I z I > 1/ I a I there are no roots of Eq. (41.19) be­
-cause I ez I~ 1, while I az I> 1. 

Suppose Se is the sector I arg z I ~ n/2 - e. Let us show that 
for a fixed e E (0, n/2) there can be only a finite number of roots of 

Eq. (41.19) in Se. For z E Se we have z = reiq,, where I <:p I~ 
.n/2 - e, so that I ez I = er co~ q> ;;_:;, er sin e. Since I az I = I a I r = 
o (er sin e) (r- -too), we can write I ez I> I az I (z E S8 , I z I> 
R) for la:_ge R's, and Eq. (41.19) has no roots in the domain I z I> 
R, z E S 8 • Hence, Eq. (41.19) has only a finite number of roots 

in sector Se• 
Kow let us consider the sector Se: n/2 - e ~ arg z ~ n/2. If 

Eq. (41.19) has an infinite number of roots in the sector S8 , the roots 
tend to infinity as n- oo. Suppose z E Se is a root of Eq. (41.19). 
Then there is an integer n such that 

z = 2nin +In a +In z. (41.20) 

Here In a is a fixed value of the logarithm, and In z is the regular 
]~ranch of the logarithm in the half-plane Re z > 0 that assumes 
·positive values on the semiaxis (0, oo). Thus, we have arrived at 
-the equation studied in Example 9, with A. = 2nin + ln a. To es-
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tablish the asymptotic behavior-of the roots we follow the same line 
of reasoning as in Example 9. Putting z = 2nin + ~. we obtain 

~ = ln (2nina) + ln ( 1 + 2~in ) , 

~o that ~ .- ln (2nina) (n-+ oo ), Then 

ln { 1 + -~-) - 0 { -~-) = 0 { ~) 2nin - 2nin n ' 

Zn = 2nin + ln n + ln (2nin) + 0 ( 1 ~t n ) (n-+ + oo ). (41.21) 

Substituting z = Zn from (41.21) into Eq. (41.20), we can make 
this asymptotic formula more precise. 

In (41.21) we have 

ln n > 0, Be ln (2nin) > 0. 

A similar collection of roots of Eq. (41.19) lies in the sector -n/2 ~ 
.arg z ~ -n/2 +e. 0 

Example 11. Let us establish the asymptotic behavior of the roots 
.of the equation 

sin z = z. (41.22) 

The function I sin z I grows exponentially along any ray that starts 
at point z = 0 except the two real semiaxes. For this reason the roots 
of Eq. (41.22) can group only around the real axis. Let us prove this 

proposition. Suppose Se is the sector e ~ arg z ~ n - e, where 
·0 < e < n and e is fixed. We put z = rei<P. Then e ~ cp ~ 1t - e 

for z ESe· We have 

I sin z I = + I eiz- e-iz I > ~ (er sine- e-r sin e), z E 3\. 

If z E Se, I z I > R, and R is large, then I sin z I > I z I and in 
this domain Eq. (41.22) has no roots. Hence, there is only a finite 

number of roots of Eq. (41.22) in S8 • The same is true for the sector 
-n + e ~ arg z ~ -e, since f (z) =sin z- z is an odd function. 

The roots of Eq. (41.22) are "grouped" in fours: z0 , z0 , -z0 , and 
- z0 , since f (z) is odd and f (Z) = fTz) (if x is a real number, f (x) 
is a real number, too). It is therefore sufficient to examine the asymp­
totic behavior of the roots in the sector S8 : 0 ~ arg z ~ e. Here e 
_is a fixed positive number that can be chosen as small as desired. 

We write Eq. (41.22) in the form 

eiz - e-iz = 2iz. 
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Solving this equation for eiz, we obtain 

eiz=i (z+ Vz2 -1). (41.23) 

The function V :::2 - 1 splits in sector Se into two regular branches 
fi (z), j = 1, 2, with f 2 (z) = -!1 (z). Let / 1 (z) be the branch that 
is positive for real z = x > 1. Then f1 (z) ;...; z and f 2 (z) ,..._, .;_;_z for 
z E Se. Hence, z + f1 (z) ,.._. 2z and z + f 2 (z)......., 1/2z as z-+ oo, 
z E Se (see Example 11 in Sec. 24). Since Im z ~ 0 for z E Se, we­
conclude that I eiz I~ 1 in this sector. For this reason Eq. (41.23} 
has the form eiz = i (z -':-!2 (z)) for z E Se, I z I~ 1/2. Finding the­
logarithm of this relationship, we obtain 

z = 2:n:n + ~ - i In g (z). ( 41.24). 

Here g (z) = z + f 2 (z), and n is a positive integer; by ln z we de­
note the regular branch of the logarithm in Se that assumes real 
values for real z's. The reader will recall that the roots of Eq. (41.24} 
tend to infinity as n-+ oo, which means that Zn"" 2:nn as n-+ oo· 
Moreover, for z E Se and z-+ oo we have 

g (z) = iz + 0 { :2 ) , 

ln g (z) = -In (2z) + ln { 1 + 0 ( +)) = -ln (2z) + 0 ( +) , 
and Eq. (41.24) takes the form 

z=2nn+ ~ +iln(2z)+O {+) 
(here z = Zn). If we follow the line of reasoning developed in Exam­
ple 9, we reveal the behavior of the roots 

Zn=2:n:n+iln(4:n:n)+ ~ +O ( l:n) (n-++oo). (41.25} 

The other three collections of roots of Eq. !41.22) are {zn}, {-zn}~ 
and {-.i;.}. 0 

41.2 Simple estimates of integrals Let us consider the integra} 
X 

F (x) = J f (t) dt. (41.26) 
a 

We are interested in the asymptotic behavior of the integral F (x) 
as x-+ +oo. If the integral on the right-hand side has a finite value? 
then, obviously, 

00 

F(x)= J f(t) dt+o(1) (x-++oo). 
a 
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In this case it is natural to study the behavior of the integral 
G (x) = F (+co) - F (x) as x-+ +co, i.e. we wish to study the 
function 

CIO 

G(x)= J f(t)dt. (41.27) 

Under broad assumptions, asymptotic estimates can be inte­
grated, i.e. if 

f (t),..., g (t) (t-+ +oo), (41.28) 
then 

:r :r 

J f(t)df_..... J g(t)dt (x-..+oo). (41.29) 
a a 

Here are the corresponding sufficient conditions. 
Theorem 1 Suppose two functions. f (t) and g (t), are continuous 

fort? a, the function g (t) is strictly positive for large values oft, and 

+oo 

J g (t) dt = + 00 • (41.30) 
a 

Then from (41.28) follows (41.29). 
Proof. By L 'Hospital's rule, 

:r 

.\ t (t) dt 

a 1. f(x) 1 liD---
:r -+oo g (x) - • 

lim 
x-+oo :r 

J g (t) dt 

a 

The applicability of this rule follows from (41.30). 
In exactly the same manner we can prove 
Corollary 1 Suppose the conditions of Theorem 1 are met and 

f (t) = o (g (t)) (t-+ +oo). 
Then 

:r :r 

J f(t)dt=o u· g(t) dt) (x-++oo). 
a a 

Corollary 2 Suppose the conditions of Theorem 1 are met and 

f (t) = 0 (g (t)) (t ? b ? a). 



382 Simple Asymptotic Methods 

Then 
X X 

J f (t) dt=O ( ~ g (t) dt) (x-+ + oo ). 
a a 

Proof. By hypothesis, there is a positive constant C such that 

I I (t) I ~ Cg (t) (t > b). 

Hence, for x > 8 we have 

X X 

I J f (t) dt J ~ C J g (t) dt=:CH (x). 
b b 

Moreover, for x > b we have 

b X 

IF (x) I= I ( J + J) f (t) dt I ~ ci + CH (x), 
a b 

b 

where cl = J If (t) r dt. Since H (x)-+ +oo as X-+ +oo, we 
a 

conclude that 

C1 + CH (x) = CH (x) (1 + o (1)) ~ 2CH (x) 

for large values of x. This proves Corollary 2. 
Example 12. From Theorem 1 and Corollaries 1 and 2 it follows 

that if a> -1, C =I= 0, then the following asymptotic estimates 
holds as x-+ +oo: 

X 
\ Cxa+t 

f (x) """"cxa. => J f (t) dt """"....;a_+..,.....,..t-· 
a 
X 

j(x)=o(xa.)=> J j(t)dt=o(xa.+1), 
a 
X 

f(x)=O(xa.)=> J j(t)dt=O(xa.+t). 
a 

Here f (x) is a continuous function for x > a. 0 
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Example 13. Suppose we have a function j (x) that is continuous' 
for x >: a and C =1= 0. Then the following asymptotic estimates. 
hold as x-+ +oo: 

:r G • 
j (x) ,...., - => \ f (t) dt ,...., C In x, 

X .1 
a 

X 

f (x) =' o ( +) => J f (t) dt = o (In x), 
a 

X 

f(x)=O(! )=> .\ f(t)dt=O(lnx). 
a 

These estimates follow from Theorem 1 and Corollaries 1 and 2. [T 
Example 14. Let us consider the integral 

X 

F(x)= j Vt2+fdt. 
0 

Since V t2 + 1 ,...., t as t-+ +oo, we conclude that F (x) ,...., x2/2: 
(x-+ +oo). 

We wish to examine the asymptotic behavior ofF (x) as x-+ +oo 
in greater detail. By Taylor's formula we find that for t >: 2 we· 
have 

Vt2+1=tV1 + :~ =t+ ~t +O<t-3). 

Hence, for x >: 2 we have 
X X X 

J Vt 2 +1 dt= J (t+ 21t) dt+ J O<t-3)dt. 
2 2 2 

The second integral on the right-hand side has a finite value, so that, 

F x2 ln x 
(x) =2+-2- +O (1) (x-++oo). 

In greater detail the proof is as follows: 
2 X 

( f f ) v- x2 ln x F(x)= j + j t 2 + 1 dt=--z+-2-
o 2 

X 2 

+[ -(f+ l~l )lt=2+ J O(t-3):dt+ jVt2+1dt] .. 
2 0 
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The expression inside the brackets has the order of 0 (1) as x-+ 
-t-oo. 0 

Theorem and Corollaries 1 and 2 remain valid, obviously, if we 
replace the semiaxis [a, +oo) with a finite half-open interval [a, b) 
and condition (41.30) by the condition 

b 

j g (t) dt = + 00. 

a 

Example 15. Let us assume that f (x) ,...... Cx-u. (x-+ +O), where 
·C =I= 0, a> 1, and the function f (x) is continuous for 0 < x::::;;; a. 
Then 

(x-+-t-0). 
a 

:Similarly. as -+-t-0, 

X 

f (x) ,..._. : => J f (t) dt,., C ln x. 0 
a 

Let us consider integrals of the type (41.27). 
Example 16. Suppose two functions, f (t) and g (t), are continuous 

;at t > a, the function g (t) is positive for large values of t, and the 
00 

integral ) g (t) dt has a finite value. Then the following asymptotic 
a 

estimates holds as x-+ +oo: 
00 00 

f (x) ,.,., g (x) => ) f (t) dt _.., J g (t) dt, 
:C X 

00 00 

f (x) = o (g (x)) => J f (t) dt = o ( J g (t) dt) , 
X X 

00 00 

f (x) = 0 (g (x)) "'*' J I (t) dt = 0 ( J g (t) dt) . 
X X 

Indeed, in all three cases the convergence of the integral of g (t) 
along the semiaxis t >a implies the convergence of the integral of 
1 (t) along the same semiaxis. After this, just as in the proof of 
Theorem 1, we only need to employ L 'Hospital's rule. 0 
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Example 17. Suppose a> 1 and C =1= 0 are constants, and the 
function f (x) is continuous for x ~ a. Then the following asymp­
totic estimates hold as x-+ +oo: 

r c 1-a f (x) ,...., Cx-a. =;. J f (t) dt,...., ax 1 , 
X 

00 

f (x) = o (x-a.) ~ ) f (t) dt = o (xl-a), 
X 

"" 
f (x) = 0 (x-a) ~ J f (t) dt = 0 (x1-a). 0 

Example 18. Let us consider the integral 
X 

F(x)= J Yk2 +v(t) dt, 
0 

where v (x) is continuous and nonnegative for x ~ 0, v (x)-+ 0 
as x-+ +oo, and k is a positive constant. Let us examine the asymp­
totic behavior of F (x) as x-+ +oo. 

(a) Since Yk2 + v (x) ....., k as x-+ +oo, in view of Theorem ·1 
we have 

F (x) ,...., kz (x-+ +oo). 
00 

(b) Let us also assume that J v (t) dt < oo. 
0 

Then we can have more precise estimates fo1· F (x). We have 

X 

F (x) ~ J (Yk2 +v (t) -k) dt+ kx 
0 

The second!term on the right-hand side is o (1) as x-+ +oo. Hence, 

F (x) =kx + C + o (1) (x-+ +oo), 

25-01641 
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(c) If we have additional information on v (x), the estimate of 
F (t) is still more precise. Suppose, for instance, that v (x) + k1 

is positive for x > 0 and 

v (x) .....-Ax-~ (x-+ +oo), 

where A =1= 0, a > 1. Then 
v (x) A 

~::;::;:::======:--:-:- ,.._, - x- ~ (x-+ + oo ) 
Vk2+v (x)+k 2k ' 

so that formula (41.31) and Example 17 yield 

Example 19. Let us examine the asymptotic behavior, as e-+ +0, 
of the integral 

1 

F ( ) = 1· t (tl dt 
e j t+e · 

0 

Here f (t) is a continuously differentiable function for 0 ~ t ~ 1. 
Note that at e = 0 the integral F (e) has no finite value off (0) =1= 0 
and has a finite value if f (0) = 0. We therefore represent this 
integral in the form 

1 1 

F(e)= i ~dt+ i /(t)-f(O) dt=Ft(e)+F2 (e). 
J t+e J t+e 
0 0 

We have 

F 1 (e) = f (0) Un (1 + e) - In e] = -1 (0) ln e + 0 (e). 

Let us show that 

F 2 (e) = 0 (1) (e-+ +O). 

The function f (t) - I (0) can be represented in the form I (t) -
f (0) = tq> (t), where q> (t) is a continuous function for 0 ~ t ~ 
1. Hence, 

1 1 
i I <p (tl I t . i t I F2 (e) I~ J t+t-: dt ~ M J ~ dt ~ M, 
0 0 

where M = max I q> (t) I • Thus, 
O~t~1 

1 

~ 1/~:t = -f(O)lne+0(1) (e~+O). 0 
0 
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41.3 Asymptotic estimates of some series Let us consider the sum 
n 

S(n)=~f(k). (41.32) 
k=O 

'Ve are interested in the asymptotic behavior of S (n) as n-. +oo. 
The general case of this problem is extremely complex. \Ve will 
restrict our discussion to series with terms of constant sign. One of 
the main methods of obtaining asymptotic estimates for series of 
the type (41.32) is to replace the sum by an integral. 

Theorem 2 Suppose the function f (x) is nonnegative, continuous, 
and monotonic for x > 0. Then 

n n 

~ f(k)= J f(x)'dx+0(1)+0(f(n)) (n-+oo). (41.33) 
k=O 0 

Proof. Suppose f (x) does not decrease. Then 

A k+1 

J f (x) dx ~ f (k) ~ J f (x) dx. 
A-1 A 

Summing the inequalities for k = 1, 2, .•• , n - 1, we obtain 

n-1 n 

J f(x)dx~S(n)-f(O)-f(n) ~ J f(x)dx. 
0 1 

Consequently, 
n n 

IS (n)- f (0)- f (n)- J f.(x) dx I~ J f (x) dx ~ f (n), (41.34) 
0 n-1 

which proves the validity of (41.33). The case where f (x) does not 
increase can be treated similarly. 

Example 20. Let us show that 
n 

~ ! =lnn+O (1) (n-++oo ). 
k=1 

Theorem 2 implies that, as n-+-oo, 

n n 

~ 1.= r ~+0(1)+o(l..)=lnn+0(1). 0 
k J :c .n 

k=1 1 
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Example 21. Suppose a> -1. Then 

(n-+oo). 

By Theorem 2, we obtain, as n-+ oo, 
n n 

~ ka= J xadx+0(1)+0(na) 
k=1 1 

= ::~ [ 1+0{ na~t) +0 ( 7)]"' ::: . 0 

Here is another result concerning (41.32) being replaced by the 
n 

integral J f (x) dx. 
0 

Theorem 3 Let the function f (x) be continuously differentiable 
for x > 0. Then 

n n n 

I ~ I (k)-) I (x) dx l ~ If (0) I+ J If' (x) I dx. (41.35) 
k=O 0 0 

Proof. We have 
k k 

f (k) :::, J f (k) dx = j f (x) dx + g (k), 
lt-1 k-1 

It 

g (k) = J [f (k)- f (x)J dx. 
lt-1 

Let us estimate I g (k) I . Since 
k 

I (k) ~ f (x) = ~ t' (t) dt, 
X 

for k-1 ~ x ~ k we can write 
It 

I t (k) - t (x) I~ ) I t' (t) I dt, 
lt-1 

from which follows the estimate 
k k It 

I g (k) I ~ ) 1 t (k)- t (x)"l dx ~ J ( ) If' (t) I dt) dx, 
k-1 k-1 k-1 

It 

= ) It' (t) 1 dt. 
lt-1 
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Hence, 
n n n 

I ~ f (k)- ) f (x) dx I = If (0) + ~ g (k) I ~ I f (0) I 
k=O 0 k=1 

n k 

+ ~ ~ I f' (t) I dt, 
k=1 k-1 

from which (41.35) follows. 
Corollary 3 If the conditions of Theorem 3 are met, then 

00 00 00 

I ~ f (k)- ) f (x) dx I ~ If (n) I+ J I f' (x) I dx, (41.36) 
k=n n n 

on the assumption that all the series and integrals in this formula are 
convergent. 

Note that Examples 20 and 21 could be investigated via Theorem-3. 
Example 22. Let us show that for a > 1 -

We use the estimate (41.36). In the case at hand f (x) = x-rx and 
f' (x) = -ax-rx-I, so that 

00 00 

) If' (x) I dx=n-cx, ) f (x) dx= 
n 

and, as n-++ oo, 

h=n 

n-cx+1 

a-1 

n 

42 Asymptotic Expansions 
42.1 An example of an asymptotic expansion Let us take the 

function 
00 

f ( x) = i t-tex-t dt, 
X 

where x > 0, and study its behavior as x-+ +oo. Integrating by 
parts, we obtain 

"" 00 

f (x) = - ) t- 1d (ex-t)= ! - i t-zex-t dt. 
X X 
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Repeating integration by parts, we obtain 

I [ 1 1 2 (-1)nn!J 
(x)= ;--xr+xa--···+ xn+l 

00 

+ ( -1)n+l (n + 1)! ~ ex-tt-n-2 dt = Sn (x) + Rn (x), 
X 

where Sn (x) is the expression inside the square brackets. Let us 
estimate Rn (x). Since ~-t ~ 1 for x ~ t, we can write 

00 

IRn(x) l~(n+1)!) t-n-zdt= x:l1 • 

X 

Consequently, as x-++ oo, 

f( ) =_!__1!_+~- +(-1)n-l(n-1)! o(-1-) 
X x x2 x3 • • • x" + xn+l • (42.1) 

The absolute value of the remainder term does not exceed 2n: x-n-1• 

\Ve have arrived at a sequence of asymptotic formulas each of 
which is more exact than the preceding one: 

f (x) = ! + 0 ( x\ ) , f (x) = ! - :2 + 0 ( :a ) , · . ·, 
etc. These formulas enable us to approximately calculate f (x) 
for large values of x since 

2n! I f(x)-Sn_t(x) I< ,xn+l. (42.2) 

The right-hand side of (42.2) is small for large x's. For instance, for 
x ~ 2n we have 

1 I f (X) - S n-t (X) I < ?i) • 
n~ 

For this reason, for large values of x we can calculate f (x) \vith 
a high accuracy if we take a large number of terms in the asymptotic 
expansion (42.1). 

What is striking is that the asymptotic formula (42.1) (obtained 
for£-+ +oo) remains valid for not very large values of x as well. 
For instance, for x = 10 and n = 5 we obtain S5 (10) = 0.09152 
and 0 < f (10) - S5 (10) < 0.00012, and the error introduced by 
the approximate formula f (10) ~ s5 (10) is about 0.1 percent. 

Note that a direct calculation off (x) (e.g. with a computer) is the 
more complex the larger the value of x, while the asymptotic for­
mula (42.1) becomes more exact as x grows. The French astronomer 
and mathematician Pierre Laplace once wrote that an asymptotic 
method is the more exact the more it is needed. 
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The function f (x) can be a!signed a series: 

This series is convergent for any value of x. Indeed, the absolute 
value of the ratio of the (n + 1)th term to the nth term is (n + 1) x-1~ 
oo as n-+ oo. Nevertheless, this divergent series, as shown ear­
lier, can be used to approximately calculate f (x). 

The example that we have just given was studied by the Swiss 
mathematician and physicist Leonhard Euler as early as the 18th 
century. At present asymptotic methods are used widely in various 
fields of mathematics, physics, and technology. What makes asymp­
totic methods important is that they enable us to arrive at simple 
approximations for complex objects. This, in turn, offers the possi­
bility of obtaining an adequate qualitative description of the phenom­
enon being considered. The present chapter will give the reader 
an understanding of some of the more well-known asymptotic 
methods. 

Let us now turn to a more rigorous description of the concept 
of an asymptotic expansion. 

42.2 The concept of an asymptotic expansion Suppose M is 
a set of points (on the real axis or in the complex plane) and a is 
a limit point of this set. The sequence of functions {IPn (z)}, n = 
0, 1, 2, ... , with the functions being defined for x E M in 
a neighborhood of point a, is said to be an asymptotic sequence (as 
x-+ a, x EM) if for each n we have 

IPn+i (x) = o (cpn (x)) (x-+ a, x E M). 

Here are some examples of asymptotic sequences. 
Example 1. The sequence of the functions IPn (x) = :tn is asymptot­

ic as x -+ 0 (we can take a neighborhood or half-neighborhood of 
point a = 0 as M). 0 

Example 2. The sequence of the functions IPn (x) = x-n is asymp-
totic as x-+ a, x E M in the following cases: 

(1) M is the set of points I x I > c, a = oo; 
(2) .'11 is the semiaxis x > c, a = +oo; 
(3) M is the semiaxis x < c, a = -oo. 0 
Example 3. The sequence of the functions IPn (z) =Zn is asymptot­

ic as z-+ 0, z EM. ForM we can use the punctured neighborhood 
0 < I z I < r of point z = 0 or a sector with the vertex at this point, 
0 < I z I< r, a< agr z < ~ (0 < ~ -a~ 2n). 0 

Example 4. The sequence of the functions IPn (z) = z-n is asymp­
totic as z-+ oo. For M we can take a neighborhood of point z = 
oo (I z I > R) or the sector I z I > R, a < arg z < ~ (0 < 
(3 - a ~ 2n) in the complex plane. 0 
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The above asymptotic sequences are known as asymptotic power 
sequences. 

Let us now discuss the concept ofan asymptotic expansion, which 
was introduced by the French mathematician Jules H. Poincare. 

Definition 1. Suppose the sequence { IPn (x)} is asymptotic as 
00 

x-+ a, x EM. The formal series 2J an'Pn (x), with the lln being 
n=O 

constant, is said to be an asymptotic expansion for f (x) if for any 
nonnegativeiinteger N we have 

N 

f (x)- 2J anff>n (x) = o (lPN (x)) (x-+ a, z EM). (42.3) 
n=O 

00 

The series 2J an'Pn (x) is said to be an asymptotic series for the 
n=O 

function f (x), and we use the notation 

(z-+a, xEM). 

In Sec. 42.1 we obtained the following asymptotic expansion: 
00 00 

r t-1 x-tdt,..., "" (-f)nn! J e L.J xn+l (42.4) 
:c n=O 

In what follows wejwill drop the reference to set M whenever this 
does not cause any ambiguities. 

At this point we stress the important fact that an asymptotic 
series may be divergent. For instance, the asymptotic series (42.4) 
is divergent for all x's. This possibility lies in Definition 1. Indeed, 
let us put 

N 

RN (x) = f (x)- 2J anff>n (x). 
n=O 

Then, by definition1 

RN(x) -+0 (x-+a, xEM), 
lPN (x) 

where, however, nothing is said about the behavior of the remainder 
term_·R N (x) as N-+ oo (cf. the definition of a convergent series). 

Obviously, convergent series are asymptotic, e.g. eX,_, ~ x~ (x-+ 0). 
n=O n. 

However, the term "asymptotic series" is usually reserved for series 
that are divergent or whose convergence cannot be established. 

An important property of an asymptotic expansion is its unique­
ness. 
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Theorem 1 There can be only one asymptotic expansion for a givert 
junction in a given asymptotic sequence. 

Proof. Suppose there are two asymptotic expansions for a functioll! 
I (x): 

00 00 

I (x) '"'"' lj antpn (x), I (x) '"'"' ~ bncpn (x) 
n=O n=O 

(x -+a, x EM). 

Let us show that a11 = bn for all n 's. By definition, 

I (x) - a0cp0 (x) = o (cp0 (x)), f (x) - b0cp 0 (x) = o (cp0 (x)) 

(W!J assume everywhere that x -+a, x E M). Subtracting the first 
relationship from the second, we find that (a0 - b0 ) <p 0 (x) = 
o (cp0 (x)). Now, if we divide the result by cp 0 (x), we obtain, 
a0 - b0 =O (1). Going over to the limit as x-+ a, x EM, we find; 
that a 0 = b0 • Now we will show that a1 = b1 . We have 

f (x) - a0cp 0 (x)- a1q:>1 (x) = o (cp1 (x)), 

f (x) - a0 <p 0 (x) - b1q:>1 (x) = o (cp1 (x)), 

from which it follows that (a1 - b1) cp1 (x) = o (cp1 (x)), and whence· 
a1 = b1 • We can similarly prove that an = bn for any n. 

Note that different functions may have the same asymptotic 
expansion. For instance, 

e-~ ,...., 0 X x 0 + 0 X x-1 + ••• + 0 X x-n + ... (x-+ +oo) 

(since e-" decreases faster than any power of x as x-+ +oo) and; 

0"' 0 X x0 + 0 X x-1 + ••• + 0 X x-n + . . . (x-+ +oo). 

42.3 Operations on asymptotic power series An asymptotic 
expansion in an asymptotic power sequence (see Examples 1-4), 
is called an asymptotic power series. These series can be subjected 
to the same operations as convergent power series, i.e. add, mul­
tiply, etc. them. Here are the main rules for operations on asymptot­
ic power series. Below we assume that z -+ oo, z E S, where s· 
is the sector I z I> R, a.:;;;; arg z:;;;; ~ (0:;;;; ~-a.:;;;; 2n); for 
one, S can be a ray or the exterior of the circle I z I> R. 

(1) Theorem 2 Suppose the following asymptotic expansions are· 
valid as z-+ oo, z E S: 

00 X 

f (z)"' 2J anz-n, g (z) ,...., 2J b11 z-n. 
11=0 n=O 
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Then, as z-oo, z E S, 
00 

(a) af (z) + ~g (z) "' 2] (aan + ~bn) z-"; 
n=O 

00 

(b) f (z) g (z) "' ~ Cnz-n; 
n=O 

00 

(c) f(z) "'"i;'' d z-n if b =FO. 
g (z) .L.J n o 

n=O 

The coefficients en and dn are calculated by the same formulas as 
ior convergent power series. 

For example, let us prove Property (b). (The other properties 
-can be proved similarly.) For any nonnegative integer N we have 

N N 

f (z) = ~ anz-" + 0 (z-N-1), g(z)= ~ bnz-n+O(z-N-1), 
n=O n=O 

whence 
N 

f (z) g (z) = ~ CnZ-n + 0 (z-N- 1), Cn = aobn + a1bn-1 + ... + anbo. 
n=O 

(2) Asymptotic power series can be integrated term wise. Precisely, 
we have 

Theorem 3 Suppose f (x) is continuous for x > 0 and 
00 

f (x) ~ '51, an:Cn (x- + oo ). 
n=2 

'Then 
00 00 

) f(t)dt"' ~ /n1 x-n+1 (x-+oo), 
x n=2 

Proof. For any integral value of N greater than unity we have 

oo ooN N oo 

J f (t) dt= J ( ~ ant-n+ RN (t)) dt= ~ nan 1 x-n+i+) RN (t) dt. 
X X n=2 n=2 X 

Since I R N (t) I ~ c 1\-t-N -l for large values of t, where c N is constant, 
-we can write 

00 00 

j ~ RN(t)dtj~cN) t-N- 1 dt=.Y,x-N=O(x-N). 
X X 
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(3) The following proposition can be proved similarly: 
Theorem 4 Suppose the function f (z) is regular in the sector S: 

I z I;;;;::, R, a < arg z < ~ (0 < ~ - a ~ 2:n:) and can be ex­
panded in the asymptotic series 

00 

/(z),...., ~ a,z-n (z-+oo, zES). 
n=2 -Then as z --+ oo, z E S, where S is any closed sector lying strictly 

inside S, the following asymptotic expansion is valid: 
oc 00 

r I(~) d'S,...., " ~ z-n+t. l Ll n-1 
; n=2 

Here the integral is taken along any path lying in S. 
(4) An asymptotic series generally cannot be differentiated. But 

if f (z) is a regular function, then the corresponding asymptotic 
po\ver series can be differentiated term-by-term. 

Theorem 5 Suppose the function f (z) is regular in the sector S: 
I z I;;;;::, R, a< arg z < ~ (0 < ~ -a~ 2:n:) and can be e:cpanded 
in an asymptotic series: 

oc 

f (z) ,.._, ")1, a,z-n (z-+ oo, z E S). 
n=O 

Then the following asymptotic expansion is valid: 
00 

f' (z),...,- ~ na,z-n-1 (z-+ oo, z E S)1 
11=1 

where S is any closed sector lying in S. 

Proof. Suppose S is the sector a 1 ~ arg z ~ ~1 , a< a 1 < ~1 < 
,j3. For every z E S we have 

I 1 \ f (t) f (z) = ~ (~ )2 d'(, • 
.::.rtt "' -z 

'I' 

For y we take the circle I s- z I = e I z I lying in S, where 0 < 
.e~< 1. Since z E S, we can select e not depending on z. By hy­
pothesis, for any integral value of N greater than unity, 

N 

f(z)= ~ anz-n+RN(z), IRN(z) l~cN iz 1-N-t (z.E,S), 
n=O 

and the function R 11- (z) is regular in S. We have 
N 
"\1 -f' (z) =- ~ na,z-n-t + RN (z). 

n=1 
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The estimate for the remainder term is 

I RN (z) I= 21:rt I r RN (~) d~ I J (~-z)2 
v 

~cNe-1 I z l-1 max I~ 1-N-i~c.N I z 1-N-2 , 
~ev 

since I ~ i >= (1 - e) I z I for ~ E y. Here c]v is a positive constant. 

43 Laplace's Method 
43.1 Heuristic considerations In this section we discuss integrals 

of the type 
b 

F ('A)= ~ f (x) e'AS(x) dx, (43.1} 
a 

which are known as Laplace integrals. Here I = [a, b] is a finite 
segment, and 'A is a large parameter. We will not consider the trivial 

h eases f (x) == 0 and S (x) = eonst. 
Everywhere in this section we 

0 a b 

Fig. 157 

assume that the function S (x) ad­
mits only real values. The function 
f (x), on the other hand, may be 
complex valued. We assume als() 
that f (x) and S (x) are con­
tinuous for x E I. 

We are interested in the asymp­
x totic behavior of the integral 

F ('A) as 'A-+ +oo. Laplace inte­
grals can be evaluated explicitly 
only in a limited number of 
eases, but their asymptotic behavior 

can be evaluated praetieally always. For the sake of simplicity we 
will assume that the peak of S (x) in I is located only at one point 
x 0 E I. Here are the two most important eases: 

(1) max S (x) is attained at an interior point x 0 of I, and 
xEI 

S" (x0) =/=- 0. 
It is clear that for large positive 'A's the magnitude of the integral 

is determined primarily by the exponential ei.S(xl • Let us consider 
the function 

h (x, 'J..) = eA<S(x)-S(xolJ. 

By hypothesis, h (x0 , !..) = 1, while h (x, !..) < 1 at x =/=- x0 , 'A> 0. 
As 1.. grows, the maximum at x0 becomes more and more pronounced 
(Fig. 157). For this reason the value of (43.1) is approximately equal 
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to the value of the integral taken over a small· neighborhood (x0 -

8,~ x 0 + 8) of point x 0 • In such a neighborhood we can approxi­
mately substitute a linear function for f (x) and a quadratic function 
for S (x): 

f (x) ~ f (xo), 

Whence, for f (x0) =I= 0 we have 
:to+6 

F (A.) ~ e1.S(xo>f (xo) ~ e0-/2)S"(x,)(:t-%o) 2 dx. (43.2) 
Xo-6 

A rigorous substantiation of these approximations will be given 
in Sec. 43.4. 

Introducing a new variable t by the formula x- x 0 = tfl/ -.f.S"(x0), 

'with S" (x0) < 0 since x0 is the point of maximum, we find that 
the integral in (43.2) is equal to 

6 V -1.8''(x0 ) 

1 l' 1 e-t•f2dt. 
V -1.8" (xo) ·· 

-6 •. -~S"(Xo) 

For I.-+ +oo the limits of integration tend to +oo, and the integral 
above tends to 

00 

J e-t•t2 dt = V2n. 
-oo 

Hence, the asymptotic behavior of the integral F (I.) as I. -+ +oo 
is the following: 

F (I.)~ f (xo) V- I.S:7xo) e1S(x,). (43.3) 

(2) max S (x) is attained only at the end point x =a of seg­
xEI 

ment /, and S' (a) =I= 0. 
The same considerations as in case (1) show that for large A.'s 

the integral F (A.) is approximately equal to the value of the integral 
taken over a small segment [a, a + 8]. On this segment we~can 
replace f (x) and S (x) by linear functions: 

f (x) ~ f (a), S (x) ~ S (a) + (x - a) S' (a). 

Then 
o+ll 

F (I.) ~ e~S(a)j (a) J e~<x-a)S'(a) dx. 
IJ 
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The integral here is equal to 
1 eMS'(a) 1 

- 'AS' (a) + 'AS' (a) ""-!'AS' (a) ' 

since S' (a)< 0. Hence, as A-++ oo, 

F (A.),..,., f (a) e\S(a) (43.4) 
,..,., -'AS' (a) 

Formulas (43.3) and (43.4) are the basic asymptotic formulas for 
Laplace integrals. Let us now derive them rigorously. 

43.2 The maximum of S(x) at an end point of the interval Let 
us first obtain a rough estimate for Laplace integrals. 

Lemma 1 Let I = (a, b) be a finite or infinite interval, 

S (x) ~ C, x E /, (43.5) 

and the integral (43.1) be absolutely convergent for a A0 > 0. Then for 
Re A ;;;;:.: A0 we have 

(43.6) 

where cl is a constant. 
Proof. In view of (43.5) we have, for ReA ;;;;:.: A0 , 

I e<"--"-olS(x) I~C0eCF.e"', x EI, 

where C0 = e-"-•C. Hence, 
b b 

IF(A) 1=11 f(x)e>-oB(x)e(1..->.,lS<x>dxi~CoeCReJ. J 1/(x) le"-oS(x>dx. 
0 0 

By hypothesis, the last integral has a finite value, which proves the 
validity of estimate (43.6). 

From now on the interval I = [a, b] is a finite segment, and the 
functions f (x) and S (x) are continuous for x E I. 

The asymptotic formulas for Laplace integrals, as we will show 
below, can be used not only when A-+ +oo but when A-+ oo, A E 
Se, where Se is the sector I arg A I ~ n/2 - e in the complex A 
plane. Here 0 < e < n/2. Note that if A E Se, then 

I A I ;;;;:.: R e A ;;;;:.: I A I sin e. 

For this reason, as A -+ oo, A E S8 , we have 

where N is any positive number. 
Theorem 1 Suppose 

S (x) < S (a), x =1= a; S' (a) =I= 0, (43.7) 
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and let us assume that the junctions j (x) and S (x) can be differentiated' 
any number of times in a neighborhood of point x =a. Then, as 'A._. 
oo, 'A E S8 , the following asymptotic behavior is valid: 

00 

F ('A),..., eJ..S(a) ~ cn'}.,-n-t. (43.8)> 
n=O 

This expansion can be differentiated termwise any number of times. 
The coefficients Cn can be calculated by the formula 

-(-fn+t(_1 ..!!:_)n(JJ!l)l 
Cn- } S' (x) dx S' (x) x=a' {43. 9)· 

The principal term in the asymptotic expansion has the form (43.4)' 
or, more exactly, 

et.S(a) [ { 1 ) J 
F ('A)= -'AS' (aJ f (a)+ 0 A • (43.10)· 

Proof. Since S' (a) =I= 0, we can select a positive 8 such that 
S' (x) =I= 0 for a~ x~ a + 8. We split the integral (43.1) into· 
two: 

F ('A) = F1 ('A) + F 2 ('A), 

where F1 ('A) is the integral taken along the segment [a, a + 8]. 
Since S (x) attains its maximum on I only at point a, we conclude 
that S (x) ~ S (a) - c for a + 8 ~ x ~ b, where c is a positive 
constant. By Lemma 1, for 'A E S8 we have 

(43.11)· 

For this reason, the integral F 2 ('A) is exponentially small compared 
with eJ..S<a> and, in particular, compared with any term CnA -n-Iet.S(a)· 

in the asymptotic series (43.8). 
The integral F 1 ('A), which is taken along the segment [a, a --r 6], 

will be integrated by parts: 
a+6 f f (x) f (x) ei.S(x) la+6 1 

Fl ('A)= j AS' (x) d (ei.S(x)) = f..S' (x) o +-x-Fu ('A), 
a 

a+6 

F11 ('A)= ) e'AS(x>j1 (x) dx, 
a 

d I f (x) ) 
ft (x) = - dx ~ S' (x) • 

( 43.12)' 

The upper limit of the first term on the right-hand side of (43.12} 
is exponentially small compared with eJ..S<a> (as 'A ._. oo, 'A E S8 )' 

since S (a + 8) - S (a) < 0. 
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Let; us estimate the value of F11 (A.). We have S' (x) < 0 on the 
.segment /1 = [a, a + 6], whereby there is a positive constant sl 
:such that S' (x) ~ -S1 for x E / 1 • By Lagrange's formula, 

s (x) - s (a) = (x - a) s• (£), 

where £ E (a, a + 6), and 

s,(x) - S (a)~ -S1 (x- a). S1 > 0 

·On 11• Since !1 (x) is continuous, we have I li (x) I~ M for x E / 1• 

Hence, 
a+6 

,j Fu (A.) e-I.S(a) I~ ) I f 1 (x) I I ei.(S(x)-S(a)) I dx 
a 

· a+O 

;,;::: il (' e-S~(x-a) ReI. dx < M :S:::: _c_ (A. E S) 
~ J S 1 Re I. ~ I I. I 2 • 

a 

With this estimate in mind. we can write (43.12) thus: 

F (/.,) = ei.S(a) [ f (a) -i- 0 (~ - 2)] (43.13) 
t . -I.S' (a) ' "' • 

'The last relationship, the estimate (43.11), and the fact that F (A.) = 
F1 (A.) + F 2 (t..) yields formula (43.10) for the principal term in 
the asymptotic expansion. 

The integral F11 (A.) has exactly the same form as F1 (/.,), and 

f (x) ei.S(x) la+6 1 
Fu(A)= li.S'(x) a +-rF12(t..). 

The integral F12 (/.,) has the same form as F1 (A.), the only difference 
being that 

I (x) -:t2 (x) = - d~ ( ~! ~=~ ) . 
If we substitute 11 for I in (43.13), the integral F11 (/.,)obeys (43.13), 
which means that 

F(A.)=ei.S(a)[ f(a) , f1(a) +O(A,-3)] 
-'AS' (a) 1 -'A2S' (a) • 

If we proceed withlthis process still further, we arrive at the 
~:x:pansion (43.8) and formula (43.9). 

What remains to be proved is that the series (43.8) can be differ­
~ntiated term-by-term. The function F (A.) is an entire function 
()f A. (Theorem 1 of Sec. 16), and(the asymptotic series (43.8) can 
be differentiated term-by-term in view of Theorem 5 of Sec. 42. 
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Example 1. Consider the Laplace transform of f (x), i.e. 
00. 

F (A-)= ~ f (x) e-).x dx. (43.14) 
0 

Let us assume that f (x) is piecewise continuous for nonnegative 
x's, can be differentiated any number of times in a neighborhood of 
point x = 0, and satisfies the estimate 

If (x) I :;;;;; MeCx 

for x ~ 0. Let us show that 

"" F (A) ""-' ~ j(n) (0) A -n-1 (43.15) 
n=O 

as A---+ oo, A- E S8 • 

In the case at hand, S (x) = -x, so that max S(x) = S (0) = 
x;;;;.o 

0, and S' (0) =f=: 0. But we cannot apply Theorem 1 directly to 
this integral because the domain of integration is unlimited. 

We split the integral F (A.) into two: F (A-) = F 1 (A-) + F 2 (A.), 
where F1 (A-) is the integral taken along the segment [0, 1]. Since 
S (x) = -x:;;;;; -1 for x ~ 1, by Lemma 1 we have 

which is exponentially small as A--+ oo, A E S8 • Applying Theorem 1 
to F1 (A.), we arrive at (43.15). 0 

Example 2. Let us take the error integral 

X 

11> (x) = ,;- \ e-t' dt 
":n; ~ 0 

and establish its asymptotic behavior as x--+ +oo. Since 
00 

~ e-t• dt = ~ y;t, 
0 

we conclude that 
00 

11> (x) = 1- Jn F (x), F (x) = ~ e-tz dt. 
X 

Let us now represent F (x) in the form of the Laplace transform 
(43.14). 
26-01641 
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Changing the variable according to t = x-r and putting -r2 = 
1 + u, we obtain 

00 

F (x) = ~ xe-x• ) e-x'u (1 + uti/2 du. 
0 

The integral on the right-hand side has the form (43.14), where 
'A = x 2 , and f = (1 + u)-112 , so that j<k> (0) = (-112)k (2k- 1)11. 
Applying formula (43.15), we find that, as x .- +oo, 

00 

"'() ,..._.1 __ 1_ -x• __ 1_ -x' ~ (-1)k(2k-1)!! 
w x ,,- e ,,- e LJ 2~~. 211. • 

X I' :rt X I' :rt X 
k=1 

(43.16) 

The same formula holds for complex valued x's, I x I -+- oo, 
I arg x I~ n/4 - e (0 < e < n/4). Indeed, if x lies in this sector, 
then 'A = x 2 lies in the sector S 28 : I arg 'A I ~ n/2 - 2e, in which 
formula (43.15) is valid. D 

43.3 Watson's lemma The asymptotic behavior of many Lap­
lace integrals can be examined by establishing the asymptotic be­
havior of the "typical" integral 

a 

<D ('A)= J e-'Atat6- 1f (t) dt. 
0 

(43.17) 

Lemma 2 (Watson's lemma) Suppose a and ~ are positive and 
let f (t) be continuous for 0 ~ t ~ a and infinitely differentiable in 
a neighborhood of point t = 0. Then, as 'A-+- oo, 'A E S8 , the following 
asymptotic expansion holds: 

00 

<D ('A),...._. ! ~ 'A -<n+lll/ar { n!~ ) t<~/0) (43.18) 
n=O 

This expansion can be differentiated with respect to 'A any number of 
times. 

Before proving this lemma, we will prove the validity of the 
formula 

00 

) e-'Atatll-1 dt = ! 'A -llfar { ! ) (43.19) 
0 

for Re 'A positive. Here 'A -ll!a is the regular branch in half-plane 
Re 'A > 0 that is positive for positive values of 'A. 
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Suppose '). is positive. Substituting J.ta = y, we find that the 
integral on the left-hand side of (43.19) is equal to 

00 

').-13/a! ~ e-Yy<l3!al-t dy = ! '). -13/ar ( ~). 
0 

This integral is a regular function in the half-plane Re '). > 0. 
The right-hand side of (43.19) is analytically continuable from the 
semiaxis (0, +oo) into tho half-plane Re '). > 0. Since both functions 
coincide on the semiaxis (0, +oo), by the principle of analytic 
continuation, they coincide in the half-plane Re '). > 0. 

Proof of Lemma 2. Let us split the integral <l> ('A) into two: 

<l> ('A) = <l>l ('A) + <1>2 ('A), 

where the integral <1>1 is taken along the segment [0, 8], with 8 
positive and small. Since -ta =:::;;; -<Sa < 0 for 8 =:::;;; t =:::;;;a, we have, 
according to Lemma 1, the following estimate for <1>2 ('A): 

I <l>2 (t..) I ::::;;; c I e-aa,... I 

for 1.. E S~~,, I'). I~ 1, and the right-hand side is exponentially small. 
The following expansion is valid on the segment [0, 81: 

N 

f (t) = ~ f ntn + 'iJN (t), 
n=O 

j(n) (0) N+1 
where In= nl and l'i'N(t) j=:::;;;CNt 'o=:::;;;t=:::;;;6. Whence <l>dl..) 
is equal to the following sum: 

N 

<l>t (A.)= ~ fn<l>tn (!..) +RN (!..), 
n=O 

where we have introduced the notations . " 
<l>1n (A.)= J tnH-ie_Ma dt, RN ('A)= J 'iJN (t) e-J...ta dt. 

0 0 

Let us write <l>1n (A.) in the form of the difference between respective 
integrals along the semiaxes (0, +oo) and (a, +oo ). The first inte­
gral in this difference can be evaluated via (43.19), while the second 
does not exceed, by absolute value, the quantity C I e-aaJ... j, since 
ta =:::;;; -aa for t ~ a. The final result is 

<l>tn ('A)= ! '). -<nH>tar ( n!~ ) + 0 (e-aa"'). 

:!.fl* 
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Finally, the absolute value of the integrand in R N (A.) does not 
exceed C NtN+ 1 I e-A.ta I, whence 

00 

I RN (A.) I~CN ~ tN+f3e-taRe'Adt 
0 

= C]v (ReA.) -<N+ 1 +Bl/a = 0 (II. 1-(N+fl+ O/a) 

for A-ESE. The final result is, for A-ESE, 

N N+l3+1 
<D(f...)= ~ ~ fnr ( ntB) A.-(n+f3)/a+0(1 A. I- -a-) 

n=O 

(the sum of all exponentially small terms is included in the remain­
der term). Hence we have proved the validity of the asymptotic 

Fig. 158 

expansion (43.18). The possibility of term-by-term differentiation 
of expansion (43.18) can be proved in the same way as in Theorem 1. 

Example 3. Let us establish the asymptotic behavior, as x- +=· 
of the integral 

00 

1 I eitx K 0 (x) = -2 V dt. 
1+t2 

-oo 

The integral K 0 (x) is known as a modified Hankel function, or the 
MacDonald function. 

We cannot apply Watson's lemma to this integral directly. We 
then deform the integration contour. We cut the complex t plane 
~long the ray l = [i, +ioo). Then the function f (t) = (1 + t2)-112 , 

j (0) > 0, becomes regular in the half-plane Im t > 0 with a cut 
along l. For x > 0 the integration contour can be deformed into the 
~ut along l. To prove this, let us consider the contour r p, R (Fig. 158). 
It consists of the segment [-R, R], the arcs Cit of the circle I t I = 
R, the circle C p: I t - i I = p, and the intervals along the 
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banks of the cut. Since If (t) I~ c It 1-1 as It 1-+- oo, the integrals 
taken along the arcs of circle I t I = R tend to zero as R -+- oo, 
according to Jordan's lemma. Further, for t E C P we have 

I t2 + 1 I = I (t - i) (t + i) I = p I 2i + o (p) I ;:::p (p-+- Oh 
thus, the integrand has the order of 0 (1/Vp) as p-+- 0, t E C p· 

Whence, the integral along C P tends to zero as p-+- 0, and the 
integral K 0 (x) is equal to the integral along the banks of the cut. 
Let us show that for -r > 1 we have 

(this is the value of f (t) on the right bank of the cut). We have 

f (i-r + 0) =I 1 I e-i(l/2)(cp,+1J>,), -v 'tZ-1 

cp1 = ~v arg (t + i), cp2 = ~v arg (t- i). 

Here curve I' lies in the upper half-plane and connects points 0 
and i-r + 0, so that cp1 = 0 and cp 2 = +n. Similarly, 

f (i-r-0) = t -v 't2-1 

Hence, 

(we have substituted t + 1 for -r). We can now apply Watson's 
lemma to the integral on the right-hand side (with a = 1 and ~ _ 
1/2). Hence, 

K 0 (x) =e-x V ;x ( 1 + 0 { ! ) ) (x-+- + oo ). D 

43.4 The maximum of S(.x) inside the interval 
Theorem 2 Suppose 

S (x) < S (x0), x =I= x 0 , a < x 0 < b, S" (x 0) =I= 0, (43.20) 

and let the junctions f (x) and S (x) be infinitely differentiable in 
a neighborhood of point x 0 • Then, as 'A-+- oo, 'A E Se, the following 
asymptotic expansion is valid: 

00 

F ('A) ,..., ei.S(Xo) ~ CnA -tl-1/2. 

n=O 
(43.21) 
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This expansion can be differentiated term-by-term any number of 
times, and the principal term in the expansion is expressed by (43.3) 
or, precisely, 

(43.22) 

We will need following 
Lemma 3 Suppose S (x) can be differentiated any number of 

times in a neighborhood of point x 0 , and 

S' (x 0 ) = 0, S" (x0) < 0. (43.23) 

Then there are neighborhoods U and V of points x = x 0 and y = 0, 
respectively, and a function rp (y), such that 

S (q; (y)) - S (x0) = -y2 , y E V, (43.24) 

the function rp (y) can be differentiated any number of times for y E V, 

rp' (0) = -,1- S" ~xo) , (43.25) 

and the function x o= rp (y) maps V onto U in a one-to-one manner. 
Proof of Lemma 3 Without loss of generality, we ean assume that 

x0 = 0 and S (x0 ) = 0. By Taylor's formula, 
X 1 

S (x) = .~ (x- t) S" (t) dt = xz) (1- t) S" (xt) dt ==- x 2h (x). 
0 0 

If U 0 is a small neighborhood of point x = 0, then S" (xt) is negative 
for x E U 0 , 0 ~ t ~ 1, since S" (0) is negative. For this reason, the 
function 

1 

h(x)= \ (t-1)S"(xt)dt 
0 

is positive for x ~ U0 and can be differentiated any number of times. 
We put 

xVh(x)=y, (43.26) 

i.e. x2h (x) = y 2 or, which is the same, S (x) = -y2 • Here Vh (x) 
is positive. Since 

d - - / S"(O} 
dx""(x Vh (x)) lx=o = Vh (0) = J --2- ::FO, 

by the inverse function theorem we conclude that Eq. (43.26) has 
a solution x = rp (y), rp (0) = 0 with the required properties. The 
proof of Lemma 3 is complete. 
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Proof of Theorem 2. Let x0 = 0 and S (x 0) = 0. We select 
a small neighborhood [-61 , 62) ofpoint x = 0 and split the integral 
F (!.) into three integrals: 

F (!.) = F1 (/.) + F 2 (/.) + Fa (/.). 

Here F1 (/.) is the integral taken along the segment [a, -61], F 2 (/.) 

the integral taken along the segment [ -61 , 62], and F 3 (/.) the 
integral taken along the segment [6 2 , b). Since S (x) < S (0) for 
x E /, x =f= 0, we conclude that the integrals F1 (/.) and F 3 (/.) 

are exponentially small as I.-+ oo, I.E S8 , i.e. 

F; (!.) = 0 (e-'-c) (c > 0), j = 1, 3. 

The proof is the same as in Theorem 1. 
Now let us select 61 and 62 in a way such that S (-62) = S (61). 

We have S (61) = -82 , with 8 positive, since x = 0 is the point 
at which S (x) attains its maximum. We substitute (jl (y) for x in 
the integral F 2 (/.), i.e. 

s ((jl (y)) = -y2, 
which is justified in view of Lemma 2. Then 

I 

Further, 

F2 (/.) = j e-,,y.h (y) dy, h (y) = f ((jl (y)) (jl' (y). 
-B 

B 

F2 (/.) = j e-'-Y"g (y) dy, 
0 

where g (y) = h (y) + h (-y). 
Now we need only to apply Watson's lemma to the integral F 2 (/.). 

Here a = 2 and ~ = 1, besides, g (y) is an even function, so that 
g<"> (0) = 0 for all odd values of k. The final result is the expan­
sion (43.21) for F 2 (/.), where the coefficients en are given by the 
formula 

( 1 ) h(2n) (0) 
cn=f n+2 (Zn)! • (43.27) 

Here we took into account that g<2n) (0) = 2h<2n) (0). The coefficient 
c0 is given by the formula 

Co= f ( ~) h (0) = f ( ~) f (xo) (jl 1 (0) = -v· _}nn(:co) f (Xo), 

since r (112) = Vn. and (jl' (O) is given by (43.25). 
The proof of Theorem 2 leads to 
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Corollary 1 Suppose max S (x) is attained at the end point 
xEI 

x =a of the segment I, and S' (a) = 0 and S" (a) =1= 0. Then, as 
A. -+ oo, A. E Se, the following asymptotic expansion is valid: 

00 

F (A.)"' e'J..S(a) 2J dnA,-(n+t)/2, 
n=O 

(43.28) 

The principal term in the asymptotic expansion is 

F (A.)= ; e'AS(a) V- 1},~a) [1 (a)+ 0 ( ~~) J. (43.29) 

Example 4. Consider the gamma function 
00 

r (x + 1) = .\ txe-l dt. 
0 

Let us prove Stirling's formula 

f(x+1)=xxe-xV2nx(1+0(!)) (x-++oo). (43.30) 

This integral is not of the (43.1) type, but we will transform it 
into such a type. The integrand txe-t attains the maximal value on 
the semiaxis t > 0 at point t 0 (x) = x, which tends to infinity as 
x-+ +oo. To restrict its variation, we substitute xt' for t. Then 

00 

f(x)=xx+t) ez<int-t>dt. 

0 

This integral has the form (43.1): A.-+ x, S = ln t - t, and f (t) == 
1. The point of maximum is t0 = 1, with S (t0) = -1 and 
S" (t0) = -1. 

To apply Theorem 2, we partition the region of integration into 
three parts: (0, 1/2), (1/2, 3/2), and (3/2, oo). The integrals taken 
over the first and third parts are exponentially small compared 
with e-x = exS(to> , according to Lemma 1. The asymptotic behavior 
of the integral taken along the segment [1/2, 3/2] is determined 
from (43.22), and we arrive at (43.30). 

Formula (43.30) yields Stirling's formula for factorial nl: 

The asymptotic formula (43.30) is also valid for complex values 
of z, with z-+ oo, z E Se, where Se is the sector I arg z I:::;; n - 8 

(see Evgrafov [2]}. Here c is fixed and 0 < c < n. There is also 
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a more exact asymptotic expansion for the logarithm of the gamma! 
function (see Fedoryuk [1]): 

00 

( 1) 1 " (-1)n-1 Bn lnr(z),.., z-T lnz-z+Tln(2:rt)+ .LJ 2n(2n-i)z2n-t 
n=1 

(z E Se1 Z-+ oo ), 

where the Bn are the Bernoulli number (see Example 4 in Sec. 12) .. 
For the remainder term in (43.30) the following estimate has been) 
found: 

I 0 (1/x) I ~ 1112x. 0 

Example 5. Let us establish the asymptotic behavior of the sum, 
n 

F (n) = ~ ( ~ ) k!n-" 
k=O 

as n -+ oo. Let us transform this sum into an integral. Using the.· 
00 

identity kln-k-l = ~ e-nxxk dx, we obtain 

whence 

0 
00 

F (n) = n \ e-nx (1 +x)n dx, 
0 

00 

F (n) = n ~ enS(x) dx, 
0 

where S (x) = -x + ln (1 + x). The function S (x) attains its' 
maximum on the semiaxis x > 0 only at point x = 0, with S (0) = 
0 and S" (0) = -1. Applying Corollary 1 of Theorem 2, we· 
find that 

44 The Method of Stationary Phase 
44.1 Statement of the problem Let us take the integral 

b 

F (A.) = J f (x) eiAS(x) dx. 
a 

(44.1)> 

Here I = [a, b] is a finite segment, the function S (x) admits only 
real values, and A is a large positive parameter. Integrals of the, 
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type (44.1) are known as Fourier integrals, and S (x) is known as the 
phase, or phase function. We are interested in the asymptotic behav­
ior of F (A.) as 'A-+ +oo. We will not consider the trivial cases 
with f (x) = 0 or S (x) = const. 

A particular case of Fourier integrals is the Fourier transform 

b 

F ('A)= J I (x) ei'Ax dx. (44.2) 
a 

'Let the function f (x) be continuous for a :s;;;; x :s;;;; b. Then F ('A) 
tends to zero as A. -+ --i-oo. Indeed, for large 'A's the function 
Re (j (x) eit.x) rapidly oscillates, and two neighboring half-waves 
have areas that are approximately equal in absolute value but are 
opposite in sign. For this reason the sum of these areas constitute 
a small quantity, in view of which the entire integral 

b 

J Re (! (x) ei'Ax) dx 

• 
is small, too. 

The following proposition provides the most general result con­
·cerning the asymptotic behavior of integrals of type (43.2): 

The Riemann-Lebesgue lemma (see Nikol'skii [1]} Suppose the 
b 

integral ~ I I (x} I dx has a finite value. Then 
a 

b 

J f(x)eil.xdx-+0 (1..-++oo). 
a 

The Riemann-Lebesgue lemma says nothing of the rate with 
which the integral F (A.) tends to zero. The fact is that this rate 
-depends essentially on the properties of the derivatives of f (x) and 
can be very small. It was found that asymptotic expansions for 
Fourier integrals can be found only when f (x) and S (x) are smooth 
functions. We will consider only the case where both functions can 
he differentiated any number of times on I. 

Theorem 1 Suppose the functions f (x) and S (x) are infinitely 
differentiable and S' (x) =I= 0 for x E I. Then, as 'A-+ +oo, the inte­
gral (44.1) possesses the following asymptotic expansion: 

00 "" 

F(f..),.., i~ eii.S(b) 2} bn(i'A)-n- t~ eii.S(a) ~ an(iA.)-n. (44.3) 
n=D n=D 
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This expansion can be differentiated with respect to A. any number of 
times. The principal term in the asymptotic expansion has the form 

F (i.) = f (b) eii.S(b) _ f (a) eii..S(a) + 0 (i. -2) 
i'l.S' (b) if..S' (a) • 

(44.4) 

The coefficients an and bn are calculated by the following formulas: 

b = ( -1)n Mn ( __j_£}_) I (44.5) 
n S' (x) x=b 1 

1 d 
M = S' (x) dx • 

Note that the formulas for the an coincide with those for the Cn• 
(44.9). 

Proof of Theorem 1 We integrate (44.1) by parts in the same way 
as we did in the proof of Theorem 1 of Sec. 43: 

b 

F (A.)= _1 I' __j_£)_ d (eii..S(x)) = _1 eii..S(x) __jJ::l_ lb + _1 F (A.) 
if.. j S' (x) if.. S' (x) a if.. 1 ' 

a 
b 

F (A.) = - r eii..S(x) ..!!_ ( __jJ::l_ ) dx. 
1 J dx S' (x) 

a 

By the Riemann-Lebesgue lemma, F 1 (A.) = o (1) (A.- +oo), and 
we have thus proved the validity of (44.4) with the remainder term 
of the order of o (1/i.). The integral F1 (A.) has exactly the same form 
as F (i.); integration by parts once more yields 

F (A.)= fl(x) eii..S<x> ib-+-_1 F (A.) 
1 if..S' (x) a ' tf.. 2 • 

Here /1 (x) = -(! (x)IS' (x))', and F 2 is obtained from F 1 by substi­
tuting /1 for f. Since F 2 (A.) = o (1) (A.- +oo) in view of the Rie­
mann-Lebesgue lemma, we conclude that F1 (A.) = 0 (A. - 1), which 
proves the validity of (44.4) completely. We have also proved that 

F (i.) = ii [ ( ho+ ~{) eii..S(b)_ ( ao+ ~~) eii.S(a)J + (i~) 2 F 2 (A.), 

where the coefficients a; and b; have the form (44.5). Continuing 
the process of integration by parts, we arrive at the expansion (44.3). 

Since the integral F (i.) has a finite value for all complex valued 
i.'s, we conclude that F (i.) is an entire function of A. (see Theorem 1 
of Sec. 16). The possibility of term-by-term differentiation of (44.3) 
follows from Theorem 5 of Sec. 42. 

The proof of Theorem 1 leads to 
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Corollary 1 Suppose f (x) and S (x) can be differentiated k and 
k + 1 times, respectively (with k a positive integer) on the segment 
[a, b]. Then, as 'A-+ + oo, 

k-1 k-1 

F ('A) i~ eii.B(b) ~ bn (i'Atn- i~ eii.S(a) ~ an (i'Atn + o ('A-k). (44.6) 
n=O n=O 

A particular case of this corollary is the asymptotic estimate for 
Fourier coefficients, which is known from mathematical analysis. 

Corollary 2 Suppose the function f (x) is k times continuously 
differentiable on the segment [0, 2n] and 

J<i> (0) = f<il (2n), 0 ~ j ~ k. (44. 7) 

Then 

as m-+ +oo. 

2:/t 

Cm = ~ eimxf (x) dx = o (m-k) 
0 

( 44.8) 

Indeed, since ei2mrr = 1 when m is an integer and condition (44. 7) 
is met, all terms in (44.6) except the remainder term cancel out. 

Integration by parts enables us to find the asymptotic behavior 
of some other classes of integrals of rapidly oscillating functions. 

Example 1. Let us consider the integral 

"" 
<1> (x) = ~ eit' dt 

[x 

and establish its asymptotic behavior as x-+ +oo. Integration by 
parts yields 

00 "2 co 

<1> (x) = r _1_ d (eif2) = -~ + ...!_ r eit".!!.!... J 2it 2xi 2i J t2 • 
X X 

Let us estimate the value of the integral on the right-hand side. 
We have 

We have therefore found that 

<1> (x) = - ~::· + 0 ( ! ) 
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as x-+ +oo. Both terms on the right-hand side are of the same order 
of magnitude. Hence, 

<lJ (x) = 0 ( ! ) (x-+ + oo ). 

To obtain a more precise estimate, we integrate by parts once more: 
00 00 00 

I t-2eit 2 dt = _!__ \' t-3d ( eit') = - ~ eix' + ~ r t-4eit' dt. 
• 2z • 2z:r 2t J 
X X X 

The absolute value of the integral on the right-hand side does not 
exceed 

00 i t-4 dt=O(x-3) (x-++oo). 
X 

This yields 

<lJ (X) = i;:• + 0 ( ; 3 ) (X -+ + 00) • 

Continuing the process of integration by parts, we arrive at the 
asymptotic expansion for <I) (x) as x-+ +oo. We give this expansion 
with the first two terms: 

<D (x) = eix' ( 2~ + ~3 ) + 0 ( ; 5 } • D 

44.2 The contribution from a nondegenerate stationary point 
The hypothesis of Theorem 1 contains one important restriction, 
namely, S' (x) =fo. 0 for x E /, i.e. S (x) (the phase) does not have 
a stationary point within the interval. But if such stationary points 
exist, then the asymptotic behavior of F (A.) has a different nature 
than that stated in Theorem 1. The phase S (x) = x 2 has a stationary 
point x = 0. In the neighborhood of this point (over an interval of 
the order of 11Vi0 the function cos A.x2 does not oscillate, while the 
sum of the areas of the other waves in the cosine are of the order of 
0 (A. -1), i.e. is considerably less than the area about the stationary 
point. For this reason the value of the integral F (A.) will be of the 
order of 1/VX. Let us give a rigorous foundation to these heuristic 
considerations. 

Lemma 1 Suppose a function f (x) is infinitely differentiable on 
the segment [0, a] and a =fo. 0. Then, as A-+ +oo, 

a ---

<lJ (A)= J f (x) e(il2)a!,x• dx = ~ l/ I ~~ ~ ei(nf4)fl(a)f (0) + 0 ( ~) , 
0 

(44.9) 
(j (a)= sign a. 
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Proof. Let a > 0 and f (x) = 1. Introducing the variable t = 
x V a'A, we have 
a a Vat.. 

J(' e(if2)aJ.x• dx = 1 I eit 2/2 dt 
V ext. .l 

0 0 
00 00 

= 1 [ r eit'/2 dt- \" eit'/2 dt]. 
V ext. J .. 

0 a Vat.. 

The first integral in the brackets is a Fresnel integral and is equal 
to (1/2) eht/4 V2n (see Sec. 29). The other is an integral whose value 
is of the order of 0 (1/V/0 as 'A-+ + oo, in view of Example 1, so 
that 

a -

) e(i/2)al.x2dx=; V ~~ ein/40( ~) ('A-++oo). (44.10) 
0 

Now suppose a is negative. Then 
a a 

) eiax• dx = ) ei~x• dx, 
0 0 

with ~ = -a > 0. Hence, formula (44.10) remains valid for a < 0 
if we substitute -a = I a I for a and e-int4 for ei111'. 

Let us represent f (x) in the form 

f (x) = f (0) + [f (x) - f (0)1 = f (0) + xg (x), 

where g (x) = 1 (x)- I (O) is a function that is infinitely differentiable 
X 

for O::::;;;x::::;;;a. Then 

<I> ('A)= ; f (0) V I ~7 A. ei: 1\(a) + 0 { ! ) + <Dt('A), (44.11) 

r ...!.aJ.x• 
<1>1 ('A)= J e 2 xg (x) dx. 

0 

Let&;,us estimate <Dt('A). We have 
a 

I <1>1 ('A) I =I ,!1.. J g (x) d (e<tf2)al.x•) J 

0 
a 

= _1_, g (a) e(f/2)al.a1 _ g (0)- r eW2)al.x'g' (x) dx I 
lexiA. J 

0 
a 

::::;;; 1 exil A. [I g (a) I + I g (0) I + ) I g' (x) I dx J = 0 { ! ) 
0 
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as ')..- +oo. Substituting this estimate into (44.11), we arrive at 
(44.9). The proof of the lemma is complete. 

Remark 1. The proof of Lemma 1 implies that (44.9) is valid 
if f (x) is doubly differentiable on [0, a]. 

Theorem 2 Suppose f (x) and S (x) are infinitely differentiable on 
the segment [a, b] and the function S (x) has only one stationary point 
x 0 E [a, b), with a< x 0 <b. If S" (x 0 ) =I= 0, then the integral (44.1} 
possesses the following formula: 

F ('J...) = eH.S(xo)ei(n{4)6o .. I 2n 1 (x ) + 0 (...!_) V 'A I S" (x0) I 0 'J.. 

Here 60 =sign S" (x 0 ). 

('J... -+oo). 

(44.12) 

Proof. Let us split the integration domain into two segments, 
[a, x 0 ] and [x 0 , b], and the integral F (J...) into two integrals, F1 (J...) 
and F 2 (J...), respectively. SupposeS" (x0 ) is positive, for the sake of 
definiteness. Then S' (x0) is positive for x0 < x ~ b, and the func­
tion S (x) monotonically increases for x 0 < x ~ b, i.e. S (x) >· 
S (x 0) in this interval. In the integral F 2 (J...) (taken along the 
segment [x 0 , b]) we introduce a new variable t by the relationship· 
x = cp (t) in a way such that S (x) - S (x 0) = t2 (see Sec. 43). 
Then 

Here 

b' 

F 2 ('A)=ei'AS(xo) ~ ei'At"g(t)dt. 

0 

g (t) =I (cp (t)) cp' (t), b' = V S (b)- S (x0) > 0. 

By Lemma 1, we have 

p2 ('A)= ~ eii.S(xo)ein/4 V ~ g (0) + 0 ( i ) 

as 'A- +oo, with g (0) =I (x0)V S"~x)o . A similar formula exists· 
for F1 ('A). Combining the two, we arrive at (44.12). The case with, 
S" (x0) < 0 can be reduced to the case with S" (x0) > 0: 

b 

F ('A)= ~ ei'A S(x)l (x) dx, S (x) = - S (x), 

• 
and S! {x0) > 0. The proof of the theorem is complete. 
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Example 2. Let us calculate the asymptotic behavior of the Bessel 
"function 

2:R: 

J n (x) = 2~ ~ ei(xsin<p-n<p) dq> 
0 

as x- +oo, with n a nonnegative integer. In the case at hand the 
.phase S (<p) =sin <p, and there are two stationary points, <p1 = n/2 
and <p 2 = 3n/2, with 

S (<p1) = 1, S" (<p1) = -1, S (<p 2) = -1, S" (<p 2) = 1. 

·The asymptotic behavior of ln (x) is given by the sum of the contri­
butions from the points <p1 and <p 2 (i.e. expressions of the type (44.12)) 
and a term of the order of 0 (1/x), i.e. 

J n (x) = V ~x cos (X - n2n - ~ ) + 0 ( +) (x - + oo ). 0 

44.3 Poisson's summation formula This formula enables us to 
00 

·replace a series of the form ~ 1 (n) with another series, namely 
n=-oo 

00 00 00 

~ l(n)= ~ ~ e-2nikxl(x)dx. (44.13) 
n=-oo h=-oo -oo 

·This formula is valid if 
(a) I (x) is continuously differentiable for - oo < x < oo, 

00 

(b) the series ~ I (n) is convergent, 
n=-oo 

00 

(c) the series ~ f' (n + x) is uniformly convergent for o::::;;; 
n=-oo 

x::::;;;1. 
The proof of the validity of (44.13) under these or other conditions 

is given in Evgrafov f2). We will restrict our discussion to a formal 
00 

derivation of (44.13). Consider the function <p (x) = ~ I (n + x). 
n=-oo 

This function is periodic with a period equal to unity. Let us expand 
·~ (x) in a Fourier series: 

00 

<p (x) = ~ <Jlh.e2nih.x, 
k=-oo 

·whence 
00 00 

~ <Jlh. = ~ I (n). (44.14) 
1<=-oo n=-oo 
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Let us show that formula (44.14) leads to Poisson's summation 
formula. We have 

1 1 00 

qllt = J e-2rcihxq> (x) dx = J ~ 1 (n + x) e-:2rcikx dx 
0 0 n--oo 

00 ta+l 00 

~ J 1 (x) e-2rcihx dx = J e-2rcikxl (x) dx, 
n=-oo " -oo 

and, substituting the <p" into (44.14), we arrive at (44.13). 
Formula (44.13) proves to be convenient when the integrals 

00 

!J>n = J e-2ninxl (x) dx 
-oo 

decrease as n- oo faster than 1 (n) (i.e. when the Fourier transform 
of I (x) decreases as I x I - oo faster than I (x)). For one, this is the 
case for a rapidly oscillating I (x). 

Example 3. Let us consider the series 
00 

F (t) = ~ 
n=-® 

and establish the asymptotic behavior of F (t) as t- +oo. Here 

eircx 
f (x, t) = V x2+tz 

We apply Poisson's summation formula. Conditions (a) and (b) 
are met. Let us see whether condition (c) is (for a fixed t > 0). 
We have 

~~ (x, t) = :rtieinx (x2 + t2) -1/2- xeinx (x2 + t2) -3/2 • 

Consider the series 
00 

s.= ~ (-1)"ah, a"=[(x+k)2+t2J- 1' 2 • 
lt=1 

Since the functions ak (x) decrease monotonically in k for each fixed 
00 

x E [0, t], and the partial sums of the series ~ (-1)" are limited, 
k=1 

we conclude, from Dirichlet's test (see Kudryavtsev [1]}, that the 
series 8 1 is uniformly convergent on [0, 1]. The uniform convergence 
of the series 

00 

82 = ~ (-1)"(x-t-k)[(x+k)2+t2]-312 
k=t 

27-016H 
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for x E [0, 1] can be proved similarly. The same is true for the 
series sl and s2 when the summation is carried out from -00 to -1. 
Hence, conditions (a), (b), and (c) are met. Applying (44.13), we 
find that 

00 00 

F(t)= ~ cpdt), cpdt)=) e-2nikx+ni:~(x2+tz)-1/2dx. 
k=-oo -oo 

Substituting ty for x, we obtain 
00 

cpk(t) =) e-itn(2k-1lY(y2+1)-1!2dy, 
-oo 

so that cpk (t) = 2K0 ((2k - 1) nt) (see Example 3 in Sec. 43). 
In Example 3 in Sec. 43 it was shown that K 0 (b) is an even function 
and that 

K0 (b)= V ~ e-br1+0(b-1] (b-++oo). 

Hence, for I b I~ 1 we have 

1 K 0 (b) I~Ce-ibl, 

where C does not depend on b, and 
00 

IF (t) -cp0 (t) -cp1 (t) I ~4C ~ I K 0 ((2k- 1) nt) 
k=2 

We finally obtain 

00 

~ 4C ~ e-<2k-1lnt~8Ce-3:tt. 
k=-2 

F (t) = 2cp0 (t) + 0 (e-3nt) = 2 V 2
1t e-nt [1 + 0 (t-1)] (t-+ + oo ). 0 

45 The Saddle-Point Method 
45.1 Preliminary considerations Let us take the integral 

F('A)= J f(z)e'AS(zldz, (45.1) 
"/ 

where v is a piecewise smooth curve in the complex z plane, and 
the functions f (z) and S (z) are regular in a domain D that contains"?· 
We are interested in the asymptotic behavior of F ('A) as 'A-+ +oo. 
The trivial cases f (z) = 0 or S (z) = const are of no interest to us. 

In Sec. 43 it was found that if "? is a segment and S (z) admits 
real values on "?• the asymptotic behavior of (45.1) can be established 
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by applying Laplace's method. We will try to tran8form the integral 
in (45.1) in such a way as to make it possible to apply Laplace's 
method. Since I (z) and S (z) are regular in D, we can deform y ir.. D 
(with the end points remaining fixed) without changing the value 
of F (A.). Suppose we can deform y into a contour y such that 

(1) max 1 e"'S<"'> I is attained only at one point z0 E y (z0 an 
zEy 

interior point of the contour), 

(2) Im S (z) = const for z E y in a neighborhood of point z0 • 

Suppose y0 is a small arc of y that contains point z0 • Then ReS (z)::::;;;; 

Re S (z0) - 6, where 6 > 0, for z E y0 , z E y. This follows from 
the fact that max Re S (z) is attained only at point z0 , according 

zev 
to condition (1). For this reason the integral taken along the arc y -
y0 is of the order of 0 (I e"-<S<zoHI> I)· as A, -+ + oo (see Lemma 1 
of Sec. 43). Let us consider the integral taken along the arc y0 ; 

suppose z = q:> (t), with -t0 ::::;;;;; t ::::;;;;; t0 and q:> (0) = z0 , is the equa-

tion of this arc. By condition (2), Im S (z) = Im S (z0 ) on y0 , so 
that the integral taken along this arc is 

to 

Ft(A.) = ei"' ImS(zo) ~ f (t) e"'Sit> dt, 
-to 

where I (t) =I (q:> (t)) q:>' (t) and S (t) = Re S (q:> (t)). In F1 (A.) the 

function S (t) assumes only real values; hence, F1 (A.) belongs to the 
class of integrals discussed in Sec. 43 and its asymptotic behavior 
can be established by Laplace's method. 

Note, in addition, that S' (z0) = 0. Indeed, ~ Im S (z) lt=o = 0, 

by condition (2), and since m:x Re S (z) is attained at point z0 

zE'\' 

(condition (1), we conclude that :e Re S (z) lt=o = 0. Hence, 

:e S (z) lt=o = 0, so that S' (z0 ) = 0. 

A point z0 at which S' (z 0) = 0 is said to be a saddle point, and 
a contour that obeys conditions (1) and (2) must pass through the 
saddle point of S (z). 

In a similar manner we can establish the asymptotic behavior 
of the integral (45.1) when max Re S (z) is attained only at one 

zEy 
end point of y. In this case the point, z0 • may not be a saddle point. 

Thus, if the function Re S (z) on contour y attains its maximum 
27* 
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only at a finite number of points, which are either saddle points 
or end points of the contour (we call such a contour a saddle contour), 
then the asymptotic behavior of integral (45.1) can be established 
by Laplace's method. The most difficult problem in applying the 
saddle-point method is finding a saddle contour y equivalent to the 

initial contour y (the equivalence of y andy means that the integrals 
of type (45.1) are equal along these contours). Many problems have 
been solved by the saddle-point method (e.g. see Evgrafov [2], 
Fedoryuk [1], Lavrent'ev and Shabat [1], Morse and Feshbach [11, 
and Whittaker and Watson [1]), but there is not a single general 
techn~ue that would enable us to find an equivalent saddle con-

tour y from given functions f (z) and S (z) and a given contour y. 
We will now give a rigorous derivation of the asymptotic formulas 

for integral (45.1) taken along a saddle contour. But first we will 
study the local structure of the curves along which Re S (z) or 
Im S (z) remain constant (the level curves). 

45.2 The structure of level curves of harmonic functions Sup­
-pose S (z) is regular in a neighborhood of point z0 • Let us study the 
level curves of ReS (z) = Re S (z0) + 8 and Im S (z) = Im S (z0)+ 
8 for small 8 's in a neighborhood of point z0 • 

Lemma 1 SupposeS' (z0 ) is not zero. Then in a small neighborhood 
of point z0 the level curves Re S (z) = const and Im S (z) = const 
are smooth curves. 

Proof. The functionS (z) is univalent at point z0 , since S' (z0) =I= 0. 
For this reason the function w = S (z) maps a small neighborhood U 
.of point z0 conformally and in a one-to-one manner onto a small 
neighborhood V of point w0 = S (z0). We select U in a way such 
that V is the square I u- u0 I<<'!, I v- v0 I<<'!, where w = 
u + iv and w0 = u 0 + iv0 • Under such a mapping the level 
curves of the functions Re S (z) and Im S (z) lying in U are mapped 
into segments of straight lines u = const and v = const lying in V. 
These segments are, obviously, smooth curves (lines), and their 
preimages are smooth curves, too, since z = s-1 (w), which is the 
inverse of S (z), is regular at point w0 (see Theorem 1 of Sec. 13) . 
. The proof of the lemma is complete. 
:··~We have thus established that the local structure of the level 
curves of ReS (z) and Im S (z) in a neighborhood of a point that 
is not a saddle point is exactly the same as that of the function 
· S (z) = z (Fig. 159). 

Now let us study the structure of the level curves of Re S (z) 
and Im S (z) in a neighborhood of a saddle point. But first let us 

, consider a simple case. 
Example 1. Let us study the level curves of the real and imaginary 

parts of the function S (z) = -z2• Point z = 0 is a saddle point. 
·Assuming that z = x + iy and S = u + iv, we find that u = 
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y2 - :r 2 nnd v = -2xy. The family of level curves has the form 

x2 - y2 = C 1 , 2xy = C 2, 

where cl and c2 are constants. If both cl and c2 are not zeros, each 
of the curves Re S = C1 and Im S = C 2 is a hyperbola, while the 
curve u = 0 consists of the two straight lines x - y = 0 and x + 
y = 0 and the curve v = 0 of the two straight lines x = 0 and 
y = 0 (Fig. 160). The level curves ReS (z) =ReS (0) (i.e. the 
straight lines x + y = 0) divide the complex z plane into four 
sectors, with the signs of Re (S (z) - S (0)) in two neighboring 
sectors being different (Fig. 160). Suppose D 0 is the sector I arg z I < 
n/4 and D 1 is the sector, I arg ( -z) I < n/4; in these sectors 
Re (-z2) < 0. The level curve that passes through the saddle poin·· 

X 

Fig. 159 Fig. 160 

z = 0 is Im S (z) = Im S (0), which is the straight line l: y = 0. 
Along this line we have Re S (z) = -x2 , i.e. the function Re S (z) 
decreases strictly monotonically as point z moves along l away from 
the saddle point z = 0. Line (in general a curve) l is known as the 
path of steepest descent. 0 

Take a three-dimensional space with coordinates x, y, and ReS 
and the surface ReS = Re (-z2), i.e. ReS = y2 - x2 • This sur­
face is a hyperbolic paraboloid (Fig. 161), and the origin of coordi­
nates is the saddle point. A mountain pass or a saddle resemble such 
a surface; hence the names "saddle-point method" and "saddle 
point". The path of steepest descent from the saddle point is pro­
jected onto the (x, y) plane into l. 

Let us now show that if z0 is a simple saddle point for S (z), i.e. 
if S" (z0) =I= 0, then in a neighborhood of this point the level curves 
of Re S (z) and Im S (z) have the same structure as those in the case 
of S (z) = -z2 • 

Lemma 2 Suppose point z0 is a simple saddle point of S (z), i.e. 
S' (z0) = 0 and S" (z0) =I= 0. Then in a small neighborhood U the 
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level curve Re S (z) = Re S (z0 ) consists of two smooth curves l1 and 
12 that are orthogonal to each other at point z0 and divide U into jour 
sectors. In neighboring sectors the signs of Re (S (z) - S (z0)) are 
different. This situation is depicted in Fig. 162. 

Proof. Suppose U is a small neighborhood of point z0 • Then there 
is a function qJ ( ~) that is regular in a neighborhood V of point 
~ =0 and such that 

S (qJ (~)) = S (z0) - ~2 , ~ E V (45.2) 

(see Corollary 2 in Sec. 32). Moreover, qJ' (0) =1= 0, and the function 
z = qJ (~) maps V onto U in a one-to-one manner. The level curves 
of Re S (z) and Im S (z) are mapped by ~ = qJ-1 (z) into the curves 

Fig. 161 Fig. 162 

Re ~2 = const and Im ~2 = const, whose structure was studied 
earlier. Returning to the variable z, we complete the proof of the 
lemma. 

Corollary 1 Through the sectors in which Re S (z) < Re S (z0) there 
passes a smooth ·curve l such that Im S (z) = Im S (z0 ) for z E l. 
The function Re S (z) decreases strictly monotonically as z moves 
along l away from z0 • 

The curve l is the path of steepest descent (Fig. 162; the dashed 
line). 

45.3 The contribution from an end point of the integration path 
In what follows we will always assume that y is a finite curve and 
that the functions f (z) and S (z) are regular in a domain D con­
taining y. 

Theorem 1 Suppose max Re S (z) is attained only at the initial 
zEy 

point a of ')'and S' (a) =I= 0. Then, as A.-+ +oo, the following asymp-
totic expansion is valid: 

00 

F (A.l = J f (z) e'-S(z) dz,..., A,-leA.S(a) ~ cnA.-n. (45.3) 
y n-=0 
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This expansion can be differentiated with respect to 'A term-by-term any 
number of times. The principal term of the asymptotic expansion has 
the form 

F('A)= 1 e1•8<a>[f(a)+O(...!..)J -'AS' (a) A • 
(45.4) 

The expansion coefficients in (45.3) are given by the formula 

(45.5) 

Note that for Laplace integrals (45.3)-(45.5) coincide with formu­
las (43.8) and (43.9). The proof is similar to the proof of Theorem 1 
of Sec. 43. 

45.4 The contribution from a simple saddle point Let us estab­
lish the asymptotic behavior of (45.1) in the case where 

max Re S (z) is attained at an interior point of the integration 
zEv 

path. Precisely, let the following conditions be met: 
(a) max Re S (z) is attained only at a point z0 that is an inte­

zev 
rior point of y and a simple saddle point (i.e. S' (z0 ) = 0 and 
S" (z0) =I= 0), 

(b) in a neighborhood of point z0 the contour y passes through 
both sectors in which Re S (z) < Re S (z0 ) (Fig. 162). 

Theorem 2 Suppose conditions (a) and (b) are met. Then, as 
i.-+ +oo, the following asymptotic expansion is valid: 

co 

F ('A)= \ f (z) e~S(z:) dz ,..., e"-SJ<ze) ~ cn'A -n-i/2• 

i n=O 

(45.6) 

This expansion can be differentiated with respect to 'A term-by-term 
any number of times. The principal term in the asymptotic expansion 
has the form 

F ('A)= V- 'AS;7zo) e1,S(zo) [1 (z0) + 0 + J , ('A-++ oo ). ( 45. 7) 

The choice of the branch of the root in (45. 7) and the formula for 
the expansion coefficients in (45.6) are given below. 

Proof of Theorem 2. Suppose U is a small neighborhood of point 
Zo, Yo = "( n u. and 'VI and 'Y2 are the remaining arcs of y. Let us 
split the integral F ('A) into three terms: F ('A) = F0 ('A) + F1 ('A) + 
F 2 (A.), where F; (A.) is an integral of the type (45.1) taken along 
arc 'YJ• j = 0, 1, 2. Since max ReS (z) is attained only at point 

zE'I' 
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z0 E 'l'o• we can show, just as we did in the proof of Theorem 2 of 
Sec. 43, that the following estimate holds for F1 (/.,) and F 2 (t..): 

IF 1 (t.) I:::;; c I e"'<s<z.>- 0> I (t. > 0), i = 1, 2, (45.8) 

where c and ~ are positive constants. 
Let us find the asymptotic expansion for F 0 (t..). If U is small, 

then there is a neighborhood V of point ?; = 0 and a function z = 
q> (~) such that (i) S (cp (?;)) = S (z0) - ?;2 , ~ E V, and (ii) the 
function cp ( ?;) is regular in V and maps V onto U in a one-to-one 
manner, with cp (0) = z0 • 

This follows from Corollary 2 in Sec. 32. Substituting cp ( ~) for z 
in F 0 (A,), we obtain 

F0 (t.) = eicS(zol ) e-"-t:• g (t) dt. (45.9) 

-Here g ( t) = f (cp ( ~)) cp' ( ~). and y is the image of contour 'Yo· 
For V we can take the circle I ~ I < p of a small radius p > 0; 
we can also assume that cp ( ~) is regular in the closed circle I ?; I :::;; p. 

The level curve Re (- ~2) = 0 consists of two straight lines 
s ± '11 = 0 (?; = £ + i'l']) and divides V into four sectors. Suppose 
D 1 is the sector containing the interval 11 : (0, p) and D 2 is the 
sector containing the interval 12 : (-p, 0). Curve y0 , by hypothesis, 
consists of two curves y 01 and y 02 (with a common point z0); these 
curves lie in the different sectors in which Re S (z) < Re S (z0). 

Hence, point ~ = 0 partitions curve y into two curves .; and y2 

that lie in sectors D 1 and D 2 , respectively. Suppose C1 is the arc of 
circle I ?; I = p_ that lies in D 1 and connects the end points of the 
curves 11 and '\11 • By Cauchy's theorem, 

p 

.l e-Wg (~) dt = ) e-Wg (~) d~ + J e-i.~•g (~) d~. (45.10) 
- 0 ~ '1'1 

SinceRe (-?;2) < 0 on C1 , there is a positive constant ~1 such that 

Re (- ~2) :::;; -61 on cl' and the integral taken along Yl is equal 
to the sum of the integral taken along the segment [0, p] and a term 
of the order of 0 (e-Mt) (A, -+ +oo). Apply~g the same line of rea-

soning to the integral taken along the arc y2 , we find that 

p 

e-A.S(z,lF0 (t.)= \ e-icb'g(~)d~+O(e-M') (t..-++oo), (45.11) 
•' 

-I> 
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where 6' is a positive constant. On the right-hand side of (45.11)· 
we have an integral taken along a segment, i.e. a Laplace integral, 
(43.1), with S = -~2 • Further max S (~) is attained only at 

I -p,;:~.;:;;p 

point ~ = 0, with S" (0) =1= 0. Applying Theorem of Sec. 43, we· 
arrive at expansion (45.6). The proof of the theorem is complete. 

Let us select a branch of the root in (45. 7) (the choice depends, 
of course, on the orientation of y). In proving Theorem 2 it was 
found that y can be deformed into a contour y' which in a neighbor­
hood of the saddle point z0 coincides with the path of steepest de­
scent l: Im S (z) = Im:s (z0 ) on l and Re S (z) < Re S (z0) for­
z E l, z =I= z0 • Let us :;how that 

arg v _) (zo) = cro. (45.12) 

where cp 0 is the angle between the tangent to l at point z0 and the· 
positive direction of the real axis. 

It is sufficient to consider the case with f (z) = 1 and S (z) = 
az2/2, since the principal term in the asymptotic expansion is 
expressed only in terms off (z), S (z), and S" (z) at the saddle point. 
The path of steepest descent l, which passes through the saddle 
point z = 0, is the straight line (see Sec. 45.2) on which Im S (z) = 0· 
and while ReS (z) is negative for z =1= 0. We write its equation 
in the form z = eicpo p, -oo < p < oo. Then S (z) = - I a I p2/2: 
for z E l. The integral along l is equal to 

ro ---J ei.az'/2 dz = eicp, J e- i.laip•f2 dp = eicp. V 12: I ' 
l -oo 

which proves formula (45.12). 
The proof of Theorem 2 leads to 
Theorem 3 Suppose max Re S (z) is attained only at the initial' 

zE'I' 
point a of contour y, with S' (a) = 0 and S" (a) =I= 0. Then, as A-+· 
+oo, the following asymptotic expansion is valid: 

ro n+t 

F ('A)== J f (z) ei.S(Z) dz""' ei.E(a) ~ anA- - 2- (45.13)· 
'I' n=O 

This expansion can be differentiated with respect to A term-by-term 
any number of times. The principal term in the asymptotic expansion 
has the form 

F('A)=+v- ~..:::(a) ei.S(a)[j(a)+O('A-1)] (A.-+-t-oo). (45.14)· 

The choice of the branch of the root in (45.14) is the same as in (45.10). 
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Corollary 2 Suppose max Re S (z) is attained at a finite num-
%E? 

her of points z1 , z2, ••• , Zm, which are either the end points of the 
path of integration or saddle points on the contour that obey condition 
.(b) of Theorem 2. Then the asymptotic behavior of (45.1). as A-+ +oo 
is determined by the sum of the contributions from all points z1 , z2, ••• 

.. • ., Zm• 

Remark 1. If all the points z; at which S' (z;) = 0 are simple saddle 
points, the asymptotic behavior of (45.1) is determined by formu­
las (45.3), (45.6) and (45.13), with the principal term in the asymptot­
ic expansion determined by formulas (45.4), (45. 7) and (45.14). 
The asymptotic behavior can also be determined when there are 
:Saddle points of multiplicity greater than unity among the z; (e.g. see 
Evgrafov [21, Fedoryuk [11, and Lavrent'ev and Shabat [11). 

45.5 Examples 
Example 2. Let us establish the asymptotic behavior of the Airy­

Fock function 
00 

Ai (x) = ! J cos ( ; + tx) dt 
0 

.as x-+ +oo. We first transform this integral into 

00 i{-!·~ + tx) 
Ai (x) = 2~ J e - 3 dt (45.15) 

-oo 

·(the function sin (t3/3 + tx) is odd in t and the integral of this 
function taken along the real axis is zero). The integral in (45.15) 
is conditionally convergent; we will transform it so as to make it 
.absolutely convergent. 

Let us take the straight line 111,: -oo < s < oo, 11 = 'llo in 
the complex ~ = s + iY) plane, which line is parallel to the real 
.axis. On this line 

ReS(~. x) = - s2TJo + ~B - XY)0, ( 45.16) 

where S (~, x) = i (~3/3 + x~). Hence, J eS<~. :r) d~ is absolutely 

'"· .convergent if 'llo > 0. It was found that the integral (45.15) is equal 
to the integral taken along the straight line 111 , for any positive 
TJo, i.e. 

Ai (x) = in j eS!~. x) d£. (45.17) 
111o 
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For every fixed x > 0 the function S ( ~. x) has two saddle points, 
~1 (x) = i v;; and ~2 (x) = -i Vx. For ln. we select the straight 
line that passes through the saddle point ~1 (x), i.e. we put 'l1o = Vx. 
We substitute~ v;; for~ in the integral in (45.17), so as to bring 
it to the (45.1) type. Then 

Ai (x) = lfx r ex312S<il di S(f) = i [ <1'+ i)S + ~ + i]. (45.18) 
~ ~ 3 

-oo 

The path of integration contains the saddle point ~ = 0 of S (~). -Further, for real ~·s we have 

-- - 2 ReS(~) =-~2-~, (45.19) 

so that max Re S (~) is attained in the integration path only at 

the saddle point 1, = 0. This is a simple saddle point since S" (0) = 
-2 =I= 0. 

Thus, the integral in (45.18) meets all the conditions of Theorem 2 
except one, namely, the path of integration is an infinite straight 
line. Let us partition this straight line into three parts: the rays 
(-oo, -1) and (1, oo) and the segment [-1, 1]. In view of (45.19) 
we have 

~ 00 I .\· ex3!2S(fl d~ I::( e-(2/3)x3/2 ~ e-x3!2 ~ d~. 
1 1 

By Lemma 1 of Sec. 43, the integral on the right-hand side is of 
~ - -the order of 0 (e-x ) (x-+ +oo) since -p:::;;;; -1 for~;;;:, 1, so 

that the integral taken along the ray 1 :::;;;; ~ < oo is exponentially 
small compared with e-2/ 3x3 ' 2 as x-+ +oo. The integral taken along -the ray -oo ::( ~:::;;;; 1 can be estimated in the same manner. 

The asymptotic behavior of the integral taken along the segment 
[-1, 1] can be established via Theorem 2; the principal term in 
the)symptotic expansion is calculated by formula (45.7). We have 

S (0) = -2/3 and S" (0) = -2. What is left is to select a branch 
of the root in (45. 7). We have 

- - -where ~ = ~ + itl· For this reason th~ path of steepest descent l, 
which passes through the saddle point ~ = 0, has the same tangent 
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as the path of steepest des<znt l 0 corresponding to -l2 • The equa­

tion of l 0 has the form \; = p, -oo < p < oo, i.e. cp 0 = 0 in 
(45.12). The final asymptotic formula is 

1 = ~ x3/2 
Ai(x)= x-1!4e 3 [1+0(x-312)] (x-++oo). (45.20) 

21/n 

In the case at hand we can calculate all the coefficients in the 
asymptotic series (see Fedoryuk [1]). The asymptotic behavior of 
the Airy-Fock function as x-+ -oo will be established in Exam­
ple 4. 0 

Example 3. Let us establish the asymptotic behavior for real 
x ~ oo of the integral 

oo t2n 

F(x)=) e-2n'+ixtdt, (45.21) 
-oo 

where n is a positive integer. Since 

F (-x) = F (x) (45.22} 

for real x's, it is sufficient to establish the asymptotic behavior of 
the integral (45.21) as x ~ +oo. By changing the variable from 
x-11<2n-I) t to t, we transform the integral F (x) to the form (45.1): 

00 

F (x) = xf/\~n-1) <I> (A.), <I> (A.)= j ei.S(t) dt~ (45.23} 
-oo 

where 

(45.24} 

The saddle points of S (t) are determined from the equation t2n-I = 
i and are 

O~k~2n-2. (45.25) 

Hence, 

S (t~~.) = ( 1- 2~) it~~., ReS (t~~.) = ( 2~ - 1) sin Cfl11.· (45.26) 

For this reason Re S (t~~.) < 0 if point tk lies in the upper half-plane 
of the complex t plane and Re S (tk) > 0 if tk lies in the lower half­
plane. 

Integral (45.21) tends to zero as x ~ -roo by the Riemann-Lebes­
gue lemma (see Sec. 44). Hence, the points tk lying in the lower half­
plane contribute nothing to the asymptotic behavior of <I> (A.), since 
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the absolute value of the integrand, I eA.S(th> I = eA. Re S6> at such 
a point exponentially grows as x-+ +oo. For this reason the asymp­
totic behavior of <l> (A.) is determined only by those points tk that 
lie in the upper half-plane Im t > 0. 

Since there are no saddle points of S (t) in the integration path, 
we must deform this contour into a saddle contour. For I t I -+ oo 
we have S (t} ,...., -t2n/2n, i.e. ReS (t}-+ -oo as t tends to oo 
in the sectors I arg t I < n/2n and I arg t - rr. I < n/2n, which 
contain the real axis. Moreover, on each straight line Im t = c (cis 

1 a constant) we have ReS (t) rv - 2n (Re t}2n (Re t-+ +oo ). Hence 

the integral of the type (45.23) taken along the straight line Im t = c 
is absolutely convergent. It is easy to show that 

<l> (A.} = J eA.S<t> dt 
Imt=c 

for any value of c. Of course, there are other contours -v equivalent 
to the real axis besides the straight lines Im t = c; for instance, 
for y we can take any simple infinite curve with the rays arg t = a, 
I a I< n/2n, and arg (-t) = ~. I ~ I< n/2n, as asymptotes. But 
the saddle contour is among the straight lines parallel to the real 
axis. 

We select the straight line Im t = Im t 0 that passes through the 
saddle point t 0 = ei1112<2n-l) as the integration path n cD (A.). There 
is also another saddle point that lies on this line, namely, t = -~. 
We wish to show that max ReS (t) is attained on the straight 
line l: Im t = Im t 0 only at the saddle points t 0 and -t~. We have 
t = G + il] 0 and lJo = Im t 0 on l, so that Re (it) = -1] 0 = const. 
The points at which Re [(s + il] 0) 2n] is extremal can be determined 
from the equation 

0= is Re[(s+it')0) 2nl =2nRe(G+it')0) 2n-l~ 
whence 

(45.27) 

at a point of extremum, with y a real number. Suppose y > 0. 
Then 

s + il]o = yt/(2n-1) eicpk, eicpll- 2n-yi. 
This implies that at points of extremum we have 

s = t')o cot q>k, 

• 2n [ T]~n i2ncp ] . T]~n 
- Re (s + Zt')o) = - Re (sin (Pk)'n e k = (sin <flk)ln 1 , 
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. ·c2 1)11'k • B . nJ2+2kn th ( . )-2n+1 smce e• n- = t. ut stnce <f'k = 2 1 , e max Slll IJlk 
n- k 

is attained at k = 0. This value of k corresponds to the point of 

extremum s+i'YJo= _fJo eill'o=t. 
Sill {j)o o 

If y < 0, then we have 

(-s + ilJo)~n-I = -iy, 

and the point -s + il) 0 lies on the straight line l. Just as in the 
case with y > 0, we can prove that max Re S (t) is attained at 

tEl 
the point -t0 • 

We have therefore established that max ReS (t) is attained 
tEl 

only at the saddle points t 0 and -To. Following the line of reason­
ing developed in Example 1, we can easily show that the asymptot­
ic behavior of <1> (A.) is determined by the sum of the contributions 
from these two saddle points, in spite of the fact that the curve is 
infinite. From (45.25) and (45.26) we find that 

S (t0) = i ( 1 - ;n ) eill'o, S" (t0) = - i (2n-1) e-ill'o; 

(45.28) 

<ro= 2(2n-1) • 

Asymptotically the integral <1> (A.) is equal to a sum of expre~sions 
of the (45. 7) type; what remains to be specified i~ the branches of 
V -1/S" (t) in these formulas. 

For small values of I t - t 0 I we have 

S (t)- S (t0) ,._. + S" (t0) (t- t 0), 

so that the equation of the path of steepest descent l 0 , which passes 
through point t 0 , has the form 

t=t0 +pei1Po+O(p2)(p-+0), l'¢o=- ~ + ~0 , 

which follows from (45.28). Hence, in (45.7) we must have 

V 1 1 .. ,. 
- - e'"'' 

S" <to) I V S" <to) I ' 
so that the contribution from point t 0 to the integral~<!> (A.) is 

V (to) = eiAS(to) .. / 211 ei1Po ( 1 + Q (A -1) J. V A, (2n-1) 
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Similar considerations can be applied to the saddle point at t 0 , but 
a more simple approach is to employ the fact that F (x) assumes 
real values for real x's. Indeed, the function e-t2ntsn sin tx is odd 
in t, and the integral of this function taken along the real axis is­
equal to zero. Hence, 

00 

F (x) = I e-t2n/(2n)cos tx dt 
-oo 

for real x's. 
The principal term in the asymptotic expansion is of the form 

<1> (A.) ~ V (t 0 ) + V (-t0 ), and, since the values of <1> (A.) must be· 
real, we conclude that V (-to),....., V (t 0). Hence, the contribution 
from the saddle point -t0 to the asymptotic behavior of <1> (A.) is 
equal to 

V(-t0)=V(t0) [1+0(A.-1)]. 

The final result is, as x -++ oo. 

F (x) = Ae-ax2n/(2n-1)x-<n-1)/(2n-1) 

Here 

X [cos(bx2n/(2n-il-f+ ~o )+0(x-2n/(2n-1l)J. 

A = 2 l/ 2~~ 1 , a = ( 1 - ;n ) sin <J>u 

b= ( 1- 2~) cos<p0, and <J>o= 2 (2:_1) • 

(45.29} 

We have found that the integral (45.21) exponentially decreases· 
as x-+ +oo and has an infinitude of real zeros. 

45.6 The saddle-point method and the method of stationary phase 
In Sec. 44 we considered integrals of the type 

b 

F (I.)= ) f (x) ei}.S(x) dx 
a 

taken along a finite segment [a, b) on which S (x) assumes only 
real values. We found the principal term in the asymptotic expan­
sion for the case where S (x) has only one stationary point x 0 , a < 
x 0 < b, S" fx 0 ) =I= 0. 

Suppose that now the functions f (x) and S (x) are the values of 
two functions f (z) and S (z) regular in a neighborhood of the seg-
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·ment [a, b). Then we can show that the following asymptotic expan­
sion is valid: 

00 

F('J..),.., et'-B(b> ~ bn (i'A)-n-t 
n-0 

00 00 l 
- eii.S('!) ~ a 11 (i'J..) -n-t + ei7..S(xo) ~ en 'A-n- 2 (A-+ oo). (45.30) 

n~o n=r 

Here the coefficients an and bn are determined via (44.5). In other 
words, the asymptotic behavior of the integral F ('A) as 'A- +oo 
is determined by the contributions from the saddle point and the 
•end points a and b of the path of integration. 

To prove this proposition, it is sufficient to deform the segment 
ila, b), the path of integration, into a contour y such that 
max Re (iS (z)) is attained only at the points z = a, z = b, and 
zey 

y 

a b 

Fig. 163 

:z = x0 • The asymptotic behavior of the integral taken along y is 
.described by (45.30), in view of Corollary 2 and Theorems 1 and 2. 

Let us restrict our discussion to the case of a quadratic phase, 
S (x) = x2 ; the general case can he investigated similarly. We have 
Re (iz2) < 0 in the first and third quadrants. We replace the initial 
path of integration, [a, b], by the contour y depicted in Fig. 163. 
Then Re (iz2) < 0 everywhere on y except the end points a and b 
and the saddle point z = 0. The contour satisfies the conditions 
of Corollary 2. 

Thus, the method of stationary phase is a particular case of the 
saddle-point method if the integrand is a regular function. 

Remark 2. Formula (45.30) is also valid if f (x) and S (x) are 
infinitely differentiable on the segment [a, b] (see Fedoryuk [1]). 
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Example 4. Let us establish the asymptotic behavior of the Airy­
Fock function (45.15) as X- -00, Substituting t for tv~. we 
obtain 

Ai (x) = ll J:T F (A.), F (A.)= r e).S(t) dt, (45.31) 
-00 

where A. = 1 x 13/ 2 and S (t) = i (t 3/3 - t). The saddle points 
t1 , 2 = +1 of S (t) lie in the path of integration. Let us deform the 
integration contour in a way such that Re S (t) is attained only at 
the saddle points t 1 and t 2 • 

On the real axis in the complex t plane we have ReS (t) = 0. 
Let us see where ReS (t) is negative. Putting t = ~ + i'Y}, we find 

0 

Fig. 164 

that the equation Re S (t) = 0 has the form 'YJ (~2 - Yj 2/3 - 1) = 0. 
For this reason the curve representing Re S (t) = 0 consists of the 
real axis (YJ = 0) and the hyperbola ~ 2 - Yj 2/3 - 1 = 0. This curve 
is depicted in Fig. 164 (the region in which ReS (t) is negative is 
hatched). We replace the path of integration by y (Fig. 164). Since 
t,..., I t I ei:rc;e on y as Ret.- +oo, we conclude that Re S (t) -
-(1/3) I t 13 and the function I ei.S(t) I decreases exponentially 
as Re t .- +oo, t E y. The same is true when Ret.- -oo, t E y. 
It was found that the integral (45.31) is equal to the integral taken 
along y: 

F (A.)= J ei.S(t) dt. 

"' 
On y we have Re S (t) < 0 everywhere except at the saddle points 
t 1 and t 2 , at which Re S (t) = 0. In view of Corollary 2, the asymp­
totic behavior ofF (A.) is determined by the sum of the contributions 
from the saddle points t 1 and t 2 • We have 

S(t1,2)= =F ~ i, S"(t1,2)= ±2i, 

28-01641 
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and the final result is 

Ai (x) = v\i I X 1- 1/4 [cos ( ~ I X 13/2 + ~ ) + 0 ( I X l- 3/2)] 

(x-+-oo). 0 

46 Laplace's Method of Contour Integration 
46.1 Laplace's contour transformation Let us start with a sec­

ond-order linear homogeneous differential eqnation with linear coef­
ficients 

(a 0z + a1) w" + (b 0z + b1) w' + (c 0z + c1) w = 0, (46.1) 

where the aj, b;, and c; are constants. We will look for the solution 
to this equation in the form 

w (z) = ) e6zv (~) d~, (46.2) 
c 

where v ( s) is the unknown function, and cis an integration contour 
that is independent of z. Below we give a formal derivation of the 
solution. Differentiation under the integral sign yields 

w' (z) = ) e~zsv (s) ds, w" (z) = I e~zs2v (s) d~. 
c c 

If we now integrate by parts, we find that 

zw (z) =) v m dei,z =V (s) e~z I c-) e;zv' (s) ds, 
c c 

where the first term on the right-hand side is taken at the end points 
of contour C. Similarly, 

zw' (z) = ~v (~) e~z I c- ) ei,z (sv (s) )' d~, 
c 

zw" (z) = s2V (s) e6z I c- ) ei,z (s2V (W' ds. 
c 

Suppose contour C and the function v ( s) are selected in a way 
such that the sum of the terms without the integrals vanishes: 

(a 0 s2 + b 0 ~ + c0) v (~) e~z lc = 0. (46.3) 

Then Eq. (46.1) takes the form 

J ei,z ((at~2 + Ot~ + Ct) V {S)- ao (~2V (~))'- bo (~V (~))'- CoV1 (~)) d~ = 0. 
c 
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We select the function v (0 in a way such that it satisfies the 
equation 

(46.4) 

which means that w (z) is a solution to Eq. (46.1). 
Equation (46.4) is a first-order linear homogeneous differential 

equation and can easily be integrated. We have 

v' m - at~2 +(b1-2ao) ~+(ct-bo) 
v (~) - a0~2 +bo~+c0 

Let us expand the right-hand side of this equation into partial 
fractions. Two cases are possible. 

(1) a 0 =1= 0. We will assume that a0 = 1 and a1 = 0 (a linear 
change of variable easily transforms Eq. (46.1) into this form). 
Suppose the equation 

~2 + b0~ +co= 0 

has two different roots ~ 1 and ~2 • Then· 

v' m p-1 q-1 
-(~") = -.=------r + ~' v ., :,-.,1 .,-~2 

(b1-2) ~1 +(c1-bo)+~1-~2 
p = ~1-~2 ' 

q = (b1- 2) ~2+ (c1-bo)+ ~2-~1 
t2-~1 

Integration of Eq. (46.6) yields 

so that 

v (~) =A (~- ~d'-1 (~- ~2)q-I, 

W (z) __:.A J (~- ~ 1)p- 1 (~- ~2)q- 1 e~z d~. 
c 

(46.5) 

(46.6) 

(46.7) 

Here A is an arbitrary constant and the following condition must 
be met: 

(46.8) 

(2) a0 = 0. Let us assume that a1 = 1 and b0 =I= 0. Then 

28* 

1 A=-, 
bo 

v'm p 
--;;-m=A~+B+ ~+cofbo' 

P = c~ _ b1c0 +~- 1 
b~ b~ b0 • 
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Integration 
_! A~'+B~ c P 

yields v (~) = ce2 { s + b: ) , so that 

W (z) = c J ( ~ + ~: ) P e~ At;'+B~Hs ds. (46.9) 
c 

If a0 = b0 = 0 and a 1 = 1, then, similarly, 

w (z) = c ) exp [ c~1 ( ~3 + bj2 + c1s} + sz J d~, (46.10) 
c 

where c is an arbitrary constant. 
To solve Eq. (46.1) completely, we must specify contour C. Two 

linearly independent solutions of Eq. (46.1) are constructed by 
selecting two different contours C. But first we will study one of 
the more simple equations of type (46.1). 

46.2 Airy's equation This is the equation 

w" -zw = 0. 

Its solution, in view of (46.10), has the form 

w (z) = ) e~z-~'13 ds 
c 

if 

(46.11) 

(46.12) 

Obviously, for C we must not take a closed integration contour, 
since otherwise w (z) ::::aO. Further, C must be an infinite contour, 
since otherwise (46.12) will not be valid for all z's. Let us investi­
gate the behavior of e-\.'!3 as ~-+ oo. This function tends to zero 
along any ray that starts at point ~ = 0 and lies in one of the sectors 

S 0 : I arg s I< n/6, S1 : n/2 < arg s < 5n/6, 
-5:rt :rt 

s_l:-6- <arg s<-2· 

Suppose l 0 and Z±1 are the rays arg s = 0 and arg ~ = +2n/3, 
respectively. Consider the contours C1 = Z1 - L 1 , C2 = l 0 - l 1 , 

and C3 = L 1 - l 0 • Any one of these satisfies (46.12), and we arrive 
at three solutions to Eq. (46.11): 

wi (z) = ) e~z-~•,3 d~, j = 1, 2, 3. 
ci 

(46.13) 

These solutions, of course, are not linearly independent: the con­
struction of the C; implies that 

w1 (z) + w 2 (z) + w3 (z) = 0. (46.14) 



Laplace's Method of Contour Integration 437 

But any two of these solutions are, as we show below, linearly 
independent. 

For many applications the most interesting solution is w1 (z). 
Let us transform it to the "standard" form. Using Jordan's lemma, 
we can show that C1 can be deformed (for I m z > 0) into the imagi­
nary axis, so that 

00 

Wt (z) = i J ei(tz+t'f3>dt. 

-00 

The solution w1 (z) differs from Airy's function Ai (z) (Sec. 41) 
only by a constant factor. 

The solutions w 2 (z) and w3 (z) can be expressed in terms of w1 (z). 
Since the contours C2 and C3 are obtained from C1 by rotating C1 

through an angle of -2n/3 and +2n/3, respectively, and since 
(~e±i2nf3) 3 = ~3 , we have 

w 2 (z) = e-2inf3w1 (e-2nif3z), w3 (z) = e2inf3w1 (e2nif3z). 

46.3 Equation ( 46.1) with a 0 =F 0 Consider the equation 

zw" + (b 0z + b1 ) w' + (c0z + c1 ) w = 0. (46.15} 

Suppose the roots ~1 and ~ 2 of Eq. (46.5) are distinct. Then the 
integral (46.7) is a solution to Eq. (46.15) if condition (46.8) is 
met. Let us select a contour C in a way such 
that this condition is indeed met. The points 7 3 

~1 and ~ 2 are the branch points of the inte­
grand if p and q are not integers. We flX a 
point ~ 0 that is neither ~1 nor ~ 2 • We then 
proceed with the following traversals: we 
circuit (1) point ~1 in the positive sense, (2) 
point ~ 2 in the positive sense, (3) point ~1 in ~Oo 
the negative sense, and (4) point ~ 2 in the 
negative sense. This results in a closed con­
tom C (Fig. 165). After the fm~t traversal 
the initial value of the function (~- ~1 )P- 1 

(~- ~ 2)q-l at point ~0 is multiplied by e2niP, 
after the second by e2niq, after the third by 
e-2niP, and after the fourth by e-2niq, so that 
this function proves to be single-valued on C. 

The reader will recall that one solution of 
Eq. (46.15) is regular at point z=O (see Sec.27). Fig. 165 
This is the solution we have just con-
structed. The second linear independent solution will have to be 
constructed using another contour C. Let us cut the complex ~ 
plane along rays that start at points ~1 and ~ 2 and go to the left 
parallel to the real axis (cuts l1 and l 2 ; Fig. 166). For the sake of 
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simplicity we assume that lrn ~I =I= lm ~ 2 • For CI and C 2 we take 
contours that traYerse the cuts in the positive sense (Fig. 166). 
By the monodromy theorem, the function (~- ~I)P-1 (~- ~ 2)q-I 
splits in the complex ~ plane with the cuts l1 and l 2 into regular 
branches, one of which we fix. \Ve put 

w; (z) = ) (~- ~1)p-t (\;- \;2)q-t e~z d\;, j = 1, 2. 
c, 

(46.17) 

Let us show that at Re z > 0 both integrals converge and condi­
tion (46.8) is met. On c1 we have ~ = SI-t, 0 < t < oo, so 
that I ebz I = I e~•z I e-t Re 1 ; whence I e~z I decreases exponentially 
as t--+ +oo. The function I (\;- \;I)P-1 (\;- \; 2)q_1 I can increase 
as t--+ += only as a power function, and from this follows the 

c1 convergence of the integral for 
------~'5----.... t w1 (z) at Re z > 0. We can easily 
u 2 muu u-:uuum?u X ·l show that this integral is uniform-

~ / ly convergent in any half-plane 

Fig. 166 

of the type Re z > a > 0. Hence 
(see Corollary 1 in Sec. 16), the 
function wi (z) (and therefore Wa 

(z)) is regnlar in the half-plane 
Re z > 0. 

In Sec. 27 it was demonstrated 
that every solution to Eq. (46.15) 

is an analytic function in the complex z plane with points ~1 and ~ 2 
deleted, whereas we have just proved that the functions wi (z) 
and w 2 (z) are analytic only in the right half-plane. Rotating the 
contour of integration C 2 in the same way as we did in Sec. 1 fi 
(Theorem 6), we can show that the solution w1 (z) (or w 2 (z)) can he 
continued analytically into the plane with a cut along a ray that 
starts at point \;I (or \; 2) and passes through point ~ 2 (or ~1 ). 

46.4 The asymptotic behavior of the solutions Let us restrict 
our discussion to the case where the exponents p and q are real and 
not integral numbers. We select the branches of (\; - ~1 )P-1 and 
(~- ~ 2)q-1 in a way such that they are positive for \;- \;1 and 
\;- ~ 2 positive, i.e. on the continuations of the cuts. Let llfl show 
that, as x--+ +=, the following asymptotic expansions are valid: 

00 

w1 (x) "'"""e~•xx-P sin np ~ anx-n, 
n=O 
00 

W 2 (x) "'"""e~•xx-q Sin nq ~ bnx-n. 
n-o 

(46.18) 
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The coefficients an and bn have the form 

an=2i(-1tf(n+p)(st-s2)Q-n-1 (q-1) ~·~· (q-lr) 

bn=2i(-1)nf(n+q)(s2-st)p-n-t (p-1) -~~· (p-k). 

(4b.19) 

The choice of the branches is as follows: I arg ( s1 - s2) I < n 
in the fll'st formula in (46.19) and I arg ( s2 - ~1 ) I < n in the 
second. 

To establish the asymptotic behavior of the solutions we employ 
Watson's lemma (Sec. 43). Take solution w1 (x). We substitute t 
for ~- ~1 • This yields 

zv 1 (x)=e~.z \ tP- 1 (t+s1·-s2)q-textdt. 
(0:) 

The integration contour traverses the cut along (-oo, 0) in the 
positive sense. Suppose p positive. Then the integration contour 
can he deformed in a way such that it follows the banks of the cut. 
Due to the choice of branch, tP-1 = ei:rr <P-1) I t IP-1 on the upper 
bank of the cut and tP-1 = e-i:rr(P-l) I t I<P-t) on the lower. Hence, 

w1 (x) = 2i sin npe~•xf (x), 
00 

I(x)= j tP- 1 (s1-s2 -t)q- 1 e-txdt. 
0 

The asymptotic behavior of the integral I (x) as x-+ +oo is estab­
lished via Watson's lemma (here a = 1, P = p and f (t) = ( ~1 - ~ 2 -

t)q-1). This results in (46.18) and (46.19). 
Suppose p is negative. Integration by parts yields 

1 1 1 • wt(x)e-~•x =-p J q:;(t)dtP= -P J tPq:;'(t)dt, 
(0+) (Ot) 

qJ (t) = (t+st-s2)q-1 ext. 

If p > -1, the asymptotic behavior of the integral on the right­
hand side can be established by the same method as in the case 
with p > 0. But if p > -m, where m is a positive integer not less 
than 2, we integrate by parts m - 1 times more. This results in the 
integral 

( ) _ ~IX ( 1)m 1 r tp+m-1 (m) (t) dt 
W1 X - e - p (p+ 1) ... (p+m-1) j qJ ' 

(0+) 

whose asymptotic behavior can be established in the same manner 
as for the case with p > 0. Now we only have to show that (46.18) 
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and (46.19) are valid for p < 0. Suppose p > 0. Then we can also 
integrate m times by parts. For the integral that we obtain the 
asymptotic expansion (46.18) is valid, since it coincides with the 
initial integral and the asymptotic expansion is unique. Hence, 
for p < 0 formulas (46.18) and (46.19) are valid. The asymptotic 
behavior of the solution w2 (x) can be established in a similar manner. 

Remark 1. Formulas (46.18) and (46.19) hold not only as x-+ += 
but as I z I -+ ex>, Re z > 0, uniformly in arg z in every sector of 
the type I arg z I~ n/2- e, e > 0. This follows from Watson's 
lemma. 

Remark 2. The asymptotic expansion (46.18) can be differentiated 
termwise any number of times. 

We take Bessel's differential equation as an example: 

z2w" + zw' + (z2 - n 2 ) w = 0. (46.20) 

We introduce the substitution 

Then for u (z) we have an equation of the (46.1) type: 

zu" + (2n + 1) u' + zu = 0. 

(46.21) 

In this case ~ 1 , 2 = +i, p =' q = n + 1/2, and we have two linearly 
independent solutions of 13essel 's equation: 

wt (z)=zn ~· (~2+ 1t-1f2et?d~, 
c, 

(46.22) 
w2 (z) = zn J (~2 + 1)n-t;z ei;z d~. 

c. 
The contours C1 and C 2 are depicted in Fig. 166, where ~1 = i and 
~2 = -i. . 

The asymptotic formulas (46.18) and (46.19) take the form 

1 :n: ( 1)· 1 
Wt (z),...., -~- eize- 2 n- 2 ~ (1 + e2nni) 2n- 2 

l z 
00 

X ~ ( n~i/2 ) f (n + k + 1/2) (i/2z)\ 
h=O 

3rt . 3:n:i 
1 -- m+-- n 1/2 w2 (z) ,...., yz e-ize 2 4 (1 + e2:n:ni) 2 -

X ~ ( n~i/2) f(n+ k+ 1/2) (- ;z )h • 
h=O 

These asymptotic expansions are valid for I z 1-+ ex>, I arg z I ~ 
n/2- e (e > 0). 
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Laplace's method of contour integration makes it possible to 
solve a linear ordinary differential equation with linear coefficients 
and of arbitrary order. The solution of 

n 

~ (ahOz + akt) w<n-k) (z) = 0 
k=O 

is sought in the form (46.2), and the unknown function v ( ~) obeys 
a lirst-order linear differential equation, which can easily be solved. 

46.5 Difference equations with linear coefficients We start 
with a second-order homogeneous differential equation 

AnYn+ 2 + BnYn+l + enYn = 0, n = 0, 1, 2, ... , (46.23); 

where the A 11 , B,, and e11 are given numbers. The numbers y0 and 
y1 are assumed to be fixed, so that the recurrence relations (46.23) 
enable us to fmd y 2 , then y 3 , etc. The problem we are considering 
here is to lind an explicit formllla for the term Yn in the sequence 
y 0 , y1 , y 2 , y3 , •••• Such formulas have been found (e.g. see Smirnov 
[1]) when the A,, B 11 , and e11 are constant numbers, i.e. do not de­
pend on n. It so happens that explicit formulas, although not as 
simple, can be obtained for the case where the coefficients in Eq. 
(46.23) are linear functions, precisely, for equations of the type 

[a0 (n + 2) + all Yn+2 + lbo (n + 1) + b1l Yn+l 

+ (c 0n + c1) Yn = 0. (46.24) 

Here the ai, bh and ci are complex valued constants and (a 0 , a1) =1= 
(0, 0). 

A simple example of Eq. (4{).24) is the binomial equation 

[a0 (n + 2) + a11 Yn+2 + (c 0n + C1) Yn = 0. (4{).25) 

We put y1 = 0 and Yo =I= 0. Then all the terms in the sequence {Yn} 
with odd numbers vanish: y 2 m+I = 0, m = 0, 1, 2, .... Then 
Eq. (46.25) yields 

(2n-2} c0 -f-c 1 

2nao+ai Yzn-2' 

from which we find that 
(-1}n [(2n-2) c0 +c1 ] [(2n-4} co-f-ed ... c1 

Y2 n = (2na0 +a1 ) (2 (n-1} a0 +at) ... (2ao+at} Yo· 

Let us transform the denominator of this fraction. We have 

(2na0 +at) ... (2a0 +at)= 2"a: ( n + :a1
0 ) ••• ( 1 + ;~0 ) 

r ( n + 1 + 2:to ) = 2"a: _..:...._ ___ ....::.....;...... 
r(1+2a;J 
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Jf we transform the numerator in a similar manner, we obtain 

(46.26) 

Here we assumed that a0 =I= 0 and c0 =I= 0 and that a1/2a 0 and c1/2c 0 + 
1 are not negative integers. If we put Yo = 0 and y1 =1= 0, we arrive 

-at a sequence in which the terms with even numbers vanish, which 
'results in a formula similar to (46.26). If {y~} is the sequence (46.26) 
·with Yo = 1 and y1 = 0 and {Yh} the sequence with Yo = 0 and 
y 1 = 1, then every solution of Eq. (46.25) has the form {c1 y~ + c2yh}, 
where c1 and c2 are arbitrary constants. 

Employing formula (46.26), we can find the asymptotic behavior 
·of y 2 n as n-+ oo. We will use Stirling's asymptotic formula for 
<the gamma function (see Sec. 43): 

r (n + 1 + ~) '""'V2nn e-n-atf2a, (n + ~)n+a'120 (n-+ oo). 
2a0 2a0 

'The last factor has the following asymptotic behavior: 

n+ ~ ( a ) n+a,J2aa , n 2a, 1 +--1- '""'nn+a,f2a,ea,/2a. 
2na0 

(n-+ oo), 

which yields the final result 

r ( n + 1 + ~) ,...., V2n:n e-nnn+a.i2a. (n-+ oo >· 
2a0 

:Similarly, 

( c ) - n+~ -1 r n +-1- - V2n:nn 2c, e-n 
2c0 

(n-+ oo), 

:SO that 

'This implies that the y 2 n increase (or decrease) as n-+ oo like expo­
nential functions. 

Let us now return to Eq. (4G.24). We introduce the generating func­
<tion w(z) of the sequence {Yn} in the following manner: 

00 

W (z) = ~ YnZn. (46.28) 
n=O 
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If the series in (46.28) is convergent in a circle I z I < r, then the 
Yn can be expressed in terms of w(z) thus: 

Y =-1-. r z-n-1w(z)dz 
n 2m \ ' 

I zj .::p 
(46.29) 

where 0 < p < r. 
Let us derive a differential equation for the generating function. 

We multiply the nth equation in (46.24) by zn and add all the 
products. Since 

00 

~ (c0n + c1) YnZn = c0 zw' (z) + c1w (z), 
n=O 

00 

~ [b0 (n + 1) + b1] Yn+ 1zn = b0 w' (z) + b1z-1 (w (z) -- y0 ), 
n=O 

00 

~ (a0 (n + 2) +ad YnHZn 
n=O 

we can find a first order inhomogeneous ordinary differential equa­
tion for w(z): 

z (c0z2 + b0z + a 0 ) w' + (c1z2 + b1z + a1 ) w 

= f (z) = (a1 + b1z) Yo + (a0 + a1 ) zy1 • (46.30) 

Suppose z1 and z2 are the roots of the equation 

c0z2 + b0z + a 0 = 0. (46.31) 

We will assume that these roots are distinct and nonzero. Then 

The homogeneous equation (46.30) (for Yo= 0 and y1 = 0) has 

( z ) P-1 ( z ) q-1 w0 (z)=zr-t 1--z;- 1--z; (46.33) 

as solution, and for this reason every solution of the inhomogeneous 
equation (46.30) has the form 

z 

w (z) = cw (z) + l' Wo (z) 
o J wo (t) 

· zO 

(46.34) 
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Here c is a constant that we must select in a way such that the func­
tion w(z) be regular at point z = 0, in accordance with (46.28). We 
select the branches of (1 - z/z1)P-1 and (1 - z/z2)q-1 in a way such 
that for z = 0 they be equal to unity. 

We will restrict our discussion to the case where a1/a 0 is a real 
positive number, i.e. 

(46.35) 

so that r < 1. In (46.34) we put z0 = 0 and note that 

where g(t) is a function that is regular at point t = 0, g(O) = a1a(/y 0 • 

Whence, 

z 

)' t-rg (t) dt = z-r+ih (z), 
0 

where h(z) is regular at point z = 0, h(O) = y0 • This can be verified 
by expanding g(t) in a Taylor series in powers of t and integrating 
the series termwise. If in (46.34) we put c = 0, we finally arrive at 

(46.36) 

where w0 (z) is given by (46.33). By what we have just proved, w (z) 
is regular at point z = 0. 

Thus, the process of finding the general term Yn of the sequence 
{y11 } resulted in two integrals, (46.29) and (46.36). The integral 
(46.36) can be expressed only in terms of the hypergeometric func­
tion. Obviously, if we are looking only for a limited number of the 
first term in {y11 }, it is simpler to calculate them from the recurrence 
relations directly. The formulas (46.29) and (46.36) are of interest 
primarily because they enable us , to establish the asymptotic be­
havior of Yn as n-+ oo. 

Only the points z1 and z2 can be the finite singular points of w (z), 
which means that the series (46.28) is convergent in the circle I z I < 
R, where R =min (I z1 I, I z2 !). Hence 

lim ViYni~1/R, 
11-->00 
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in view of the Cauchy-Hadamard test. But if p and q are not inte­
gers, then w(z) will have singularities at z1 and z2 , and in this case 

lim ViYni=1/R. (46.37) 
n-+oo 

In particular, we always have the estimate 

IYni::(;Ce (! -Er, n=O, 1, 2, ... , 

for any B such that 0 < B < R-1 and with a constant Ce, so that 
the solution of Eq. (46.24) cannot grow faster than the terms of a geo­
metric sequence. 



Chapter VIII 

Operational Calculus 

An important application of the theory of functions of a complex 
variable is the method of integrating linear differential equations 
based on Laplace's integral transformation (the operational method). 
To each function of a real variable the Laplace transformation assigns 
a function of a complex variable, the result function. The importance 
of the method lies in the fact that operations on the result functions 
prove to be mnch simpler than operations on the initial functions, 
or object functions. For instance, a linear ordinary differential equa­
tion for the object function is replaced by an algebraic equation for 
the result function. Solving the equation for the result function 
and restoring the object function from the result function, we arrive 
at the sought-for solution of the given differential equation. 

47 Basic Properties of the Laplace Transformation 

47.1 The Laplace transform. The object and result functions Sup­
pose a function f (t) of the real variable t is defined on the semiaxis 
t;;;;;:, 0. Its Laplace transform is defined as the following function of 
the complex variable p: 

"" 
F (p) = ~ e-Ptf (t) dt. (47.1) 

0 

We will consider complex valued functions f (t) defined on the en­
tire real axis t and satisfying the following conditions: 

(1) In each finite interval on the real t axis the function f (t) is 
continuous everywhere except, perhaps, at a finite number of jump 
discontinuities. 

(2) f (t) = 0 for t < 0. 
(3) There are constants C and a such that 

It (t) I~ cea.t (47.2) 

for all nonnegative values oft. 
A function f(t) that satisfies conditions (1)-(3) is said to be an 

object function, and its Laplace transform, i.e. the function F(p), 
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a result junction. We will denote the relationship between an object,. 
function and its result function in either of two ways 

I (t) • ' F (p) or F (p) • ' f (t). 

Note that functions that describe physical processes usually satisfy 
conditions (1 )-(3). 

Example 1. Let us take the Heaviside unit function 

00 

{ 0, t< 0, 
8 (t) = 1, t;;;;::o. 

The function F (p) = i e-P1dt is defined in the half-plane Rep> 0,. 
0 

and F (p)) = -e-P1fp I': = 1/p. Hence, 

8(t) . ·-1 . D (47.3). 
p 

Note that if we have a function g (t) that satisfies conditions (1). 
and (3) but does not satisfy condition (2), for 

t (t) = e (t) g (t) = { ~.(t), 

condition (2) is satisfied and, hence, f (t), is an object function. For 
instance, the fnnctions e (t) t, e (t) e1' and e (t) cos t are object func­
tions. 

In what follows we will always drop the factor e (t) and simply 
assume that all such functions are zero for t < 0. For instance, in­
stead of writing e (t), e (t) t 2 , or e (t) sin t we will always write 1, 
t 2 , or sin t. Then formula (47.3) becomes 

1 . ..!_ (47.4)· • p • 

Example 2. Let us find the result function for eM, where A is a' 
complex valued constant. The integral 

00 

F (p) = ~ e-<P-"-H dt 
0 

has a finite value in the domain Rep > Re A, and F (p) = ~. p-, 
Hence, 

e"-t • _1_ 0 
. p-1.. (47.5} 

Let us show that a Laplace transform is regular in a certain half­
plane. In Sec. 16 we found (see Theorem 3) that if a function f (t)d 
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is continuous on the semiaxis t'~ 0 and satisfies condition (47.~). 
00 

then the function F (p) = j' e-P1 f (t) dt is regular in the half-plane 
0 

Rep > a. This proposition, remains true for the case where f (L) 
has a fmite number of jump discontinuities. We call the greal1•st 
lower bound of the values of a for which condition (2) for f (t) is 
still met the exponent of growth of function f (t). Then we have lite 
following. 

Theorem For each object function f(t) the result function F (p) 
is regular in the half-plane Re p > a 0 , where a 0 is the exponent of 
growth off (t). 

Corollary Iff (t) is an object function, then 

lim F (p) =-.., 0. (47.6) 
Hep~+oo 

Indeed, if a 0 is the exponent of growth of f (t) and s = Rep, then 
If (t) I~ c1e<a.+e>t, where c1 > 0, e > 0, and 

00 

IF(p)l,;:c r e(ao+B-s)t dt= cl 
'-"" 1 J s-(a0 +e)' 

0 

from which (47.6) follows. 
47.2 Properties of the Laplace transformation 
(1) Linearity. Iff (t) . · F (p) and g (t) . · G (p), then 

'Af (t) + f.tg (t) . ''AF (p) + f.tG (p) 

for every complex valued 'A and f.t· This property follows from the 
defmition of the Laplace transform and the linearity of integrals. 

Example 3. Let us fmd the result functions for the trigonometric 
and hyperbolic functions sin wt, cos wt, sinh wt, and cosh wt. From 

eiwt_e-iwt 
the fact that sin wt = 2i and formula (47.5) we find that 

sin wt __:_!_ (-1---1-) = _ro_ so that 
• 2i p- j(!) p + j(!) p2 + (!) ' 

. t . (!) Sln(J) . 2 + 2 , p (!) 
(47 .7) 

eiwt +e-iwt 
From the fact that cos wt = 2i we conclude that 

t . p 
cos (J) • 2 + 2 p (!) 

(47.8) 
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erot_e-rot 
Similarly, if we use the formulas sinh (I)(= 2 and cosh rot= 

emt + e-rot 
2 , we find that 

. h t • w Sill ro . 2 2 , 
P -w cosh rot • • P2 !_ 002 • D 

(2) The similarity theorem. Iff (t) . • F (p), then for every positive a 
we have 

t (at) . · ! F ( ~ ) . 

Indeed, if we put at= T, we find that 

00 00 p 

r 1\· --'f 1 (P) J f (at) e-Pt dt =a . f (T) e a. dT =a F a . 
0 0 

(3) Differentiating the object function. If f (t), f' (t), ... , j<n) (t) 
are object functions and f (t) • • F (p), then 

j(n) (t) • • pnF (p)- pn-tj (0) 

- pU-2f' (0)-,,,- pj( n-2) (0)- r-l) (0), (47.9) 

where j<k>(O)= limj<k>(t), k=O, 1, ... ,n-1. 
t-+O 

Indeed, if we integrate by parts, we obtain 
00 00 

) f' (t) e-Pt dt = [f (t) e-Pt ]~ + p i f (t) e-Pt dt. 
0 u 

If Rep> a 0 , with a 0 the exponent of growth of f (t), the upper 
limit in the first term on the right-hand side yields zero and therefore 

f' (t) • · pF (p) -I (0). (47.10) 

The validity of (47.9) for an arbitrary value of n is established by 
induction. 

Formula (47.9) simplifies if f (0) = f' (0) = ... = j<n-l) (0) = 
0. In this case J<nl (t) • • p<11lF (p) and, in particular, f' (t) . · 
pF (p), i.e. differentiation of the object function is equivalent to 
multiplying F (p) by p. This is one of the more important properties 
of the Laplace transformation. 

(4) Differentiating the result function. IfF (p) • • f (t), then 

(47.11) 

29-01641 



450 Operational Calculus 

Indeed, since F (p) is regular in the half-plane Rep> a 0 , where 
CXo is the exponent of growth of I (t), then by Theorem 2 of Sec. 16, 

00 00 

F' (p) = f f (e-P1j (t)) dt = \ e-pt (- tf (t)) dt. J p • 
0 0 

Hence, F' (p) . • (-1) f (t). The general formula (47.11) can be 
proved by induction. 

Example 4. Let us find the result functions for tn, tnet.t, tn sin rot 
and tn cos rot. 

From (47.4), (47.5), (47.7), and (47.8) it follows 

tn . n! tn :A.t • n! 
• pn+l ' e ;== (p- A.)n+l ' 

. • 2pro • p2- ro2 
t SID (J)t • (p2 + ro2)2 , t cos (J)t • (p2 + ro2)2 • 

Putting A=i(J) in (47.12), we find that 

tn irot ___!. nl nl (p + iro)n+l 
e - (p-iro)n+l- (p2+ro2)n+l ' 

from which we obtain 
Re (p+ iro)n+l 

tn cos (J)t •• nl (p2 + ro2)n+l ' 

t n . t . I Im (p + iro)n+l 
SID (J) . n (p2 + ro2)n+l 

(we assume p to be real). D 
(5) Integrating the object function. Iff (t) • • F (p), then 

t J I (t:) dt: • • F ~p). 
0 

(47.12) 

(47 .13) 

Indeed, iff (t) is an object function, we can easily verify that g (t) = 
t J f (-r:) d1: is an object function, too, with g' (tf= f (t) and g (0) = 
0 
0. If g (t) ;=~ G (p), then from (47.10) we find that 

f (t) = g' (t) ~ pG (p), i.e. F (p) = pG (p), 

from which (47.13) follows. 
(6) Integrating the result function. If f (t) • • F (p) and f (t)/t 

is an object functio'1, then 
00 

t ~t) • • \ F (~) d~. (47.14) 
11 
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Indeed, suppose j(t)lt • • d> (p). Differentiating d>(p), which is 
regular in the half-plane Rep > a we obtain 

00 

(!)' (p) = - J e-Ptf (t) dt = - F (p), 
0 

whence 
00 

w <P>- ct> < oo > = ~ F (s) as. (47.15) 
p 

where the path of integration from p to oo lies in the half-plane 
Rep> a. Since d> (oo) = 0 in view of (47.6), from (47.15) follows 
(47.14). 

Example 5. Let us find the result function for the sine-integral 
function 

t 

sit=~ si:•at. 
0 

Using (47. 7) and (47.14), we obtain 

00 

sin t • r d~ n 
-t- . J 1 +~2 = 2 - arctan p = arccot p, 

p 

from which, in view of (47.13}, we obtain 

. t --..! arccot p 0 Sl -;- p • 

(7) The result junction of a translation. Iff (t) • · F (p) and f (t) = 0 
for t < T, with T > 0, then 

f (t- T) • • e-ll" F (p). 

Indeed, if we put t- T = s, we find that 
00 00 

f(t-T). • ~ f(t-T)e-P'dt= ~ t(s)e-P<"H>ds 
0 't 

DC 
~ 

(47.16) 

= e-P't ) I (s) e-Ps ds = e-P'tF (p)~ 
0 

from which formula (47.16) follows. 
29* 
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Example 6. Let us find the result function for the step function 

t (t) = { 0, t < 0 
(n+1)h, n-r<t<(n+1)T, n=O, 1, 2, ... , 

with -r>O and h=const. 
Note that I (t) = h [8 (t) + 8 (t- T) + ... + 8 (t- kT) + 

... ], where 8 (t) is the Heaviside unit function, and by (47.16) 
we have 

[ 1 1 1 J I (t)=h -+-e-P'+ ... +-e-kP<+ ... • 
p p p 

00 

Let Rep be positive. Then le-P'I < 1 and the series ~ e-kv< is 
k=O 

convergent and its sum is equal to 11(1- e-P'). Hence, 

I (t) ......!. h 
.--- P (1-e-P') ' or 

f (t) . • 2hp ( 1 + coth ~-r). 0 

Example 7. Let us find the result function for a function I (t) 
that is periodic fort> 0 with a period of T > 0. 

Consider the function 

-{ /(t), O~t~T, 
<p(t)- 0, t<O, t>T. 

Then 

t (t) = <p (t) +I (t - T). (47.17) 

If I (t) ~ F (p) and <p (t) ~ <D (p), then from (47.17) and (47.16) we 
obtain 

F (p) = <D (p) + e-Tp F (p), 

whence 
T 

S e-Ptf (t) dt 

F (p) = 0 T • 
· 1-e- P 

(47.18) 

We use formula (47.18) to find the result function for the periodic 
function I (t) = I sin t I with a period T = n. We have 

n 
r - t • e-Pt . I" 1+e-np J e P Slll t dt = p 2 + 1 ( - p Slll t- COS t) O = i + p' , 
0 



Hence, 
1 + -np 

'
sin t I · ----::-:e:---­

• (1-e np) (1+p2) 
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coth (:rrp/2) 
1+p2 0 

(8) Translation of the result function. Iff (t) • · F (p), then 

eAt f (t) •• F (p -.A) 

for any complex valued .A. 
Indeed, 

Example 8. 
e'A.t sin wt. 

oc 

e'A.t f (t) . · J f (t) e-<p-'A.)t dt = F (p- .A). 
0 

Let us fmd the result functions for e"'1 cos wt and 

Since cos wt. · P2~ 002 and sin wt. · P 2 _;002 , the property of trans­
lation of the result function yields 

"'t . t-.!. p-'J,. .. 'A. w e cos w - '}..) 2 + . , e 1 sin wt • · ').. • 2 • 0 
• (p- w· (p- )•+w 

(9) The result function of a convolution. The convolution f • g of 
two functions f and g is the function 

ct 
u * g)(t) = J f <£> g <t- s>:ds. 

[0 

Let us prove that the convolution of two object functions is equiv­
alent to multiplying the respective result functions, i.e. if f (t) • • 
F (p) and g (t) • • G (p), then 

(f • g) (t) F F (p) G (p}. (47.19) 

Let us fll'St demonstrate that <p (t) = (f • g) (t) is an object func­
tion. Indeed, the function <p (t) satisfies conditions (1) and (2), 
since both f (t} and g (t) are object functions. We introduce the nota­
tion y = max (a, ~), where a and ~ are the exponents of growth of 
functions f (t) and g (t). Then 

If (t}l~ Ce<v+e>t, lg (t)l~ Ce<v+eH, 

where C > 0 and E > 0, whence 
t 

l<p (t)j~cz \ e'l'<~+eHv<t+e-s>d£=C2tev<t+2e>. 
0 

Uy fixing a positive p, we find a positive C1 such that C2t~ C1eOt 
for t~ 0. Hence, j<p (t)l~ C1e<v+2e+O)t, i.e. <p(t) is an object 
funct.ion. 
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Note that the exponent of growth of «:p (t) cannot exceed the great­
est of the two exponents of growth of f (t) and g (t), since e and 6 
can be taken as small as desired. 

Let us find the result function cD (p) for «:p (t). By definition of 
a result function, 

00 t 

<!> (p) = ) e-Pt ( ) f (~) g (t- S) ds) dt. 
0 0 

Since the double integral is absolutely convergent for Re p > y, 
we can change the order of integration and obtain 

00 00 

<!> (p) = ) f (s) ds ) e-Pig (t- S) dt, 
0 ~ 

Putting t- s = 't in the inner integral, we obtain 

00 "" 

<P (p) = ) e-P-ef (s) ds ) e-PT:g ('t) d't = F (p) G (p). 
0 0 

We have thus proved· the validity of (47.19). Below we give a 
table of object and result functions that are most commonly used 
in practical calculations. 

Object Function Result Function Object Function Result Function 

1 1 e). t cos rot p-1.. 
p (p-/,)Z+otl 

tn n! 
e'-' sin rot 

(I) 

pn+l (p-A.)•+coz 

e1t 
1 

t sin rot 
2cop 

p-}, (p2+ro2)1 

tneAt n! 
t cos rot 

p2-ro2 
(p-A_)n+l (p2+coll)2 

cos rot 
p cosh rot 1' 

p2+cos p"-roa 

sin rot 
co sinh rot 

co 
Pz+roz pz-coa 

48 Reconstructing Object Function from Result 
Function 

48.1 The inverse Laplace transform 
Theorem 1 Let f (t) be an object function and F (p) its result func­

tion. Iff (t) is continuous at point t and has finite one-sided derivatives 
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at thi$ point, then 
b+ioo 

f (t) = 2~i ~ eP1F (p) dp. (48.1) 
h-i"" 

The integral in (48.1) is taken along any straight line Rep = 
b > a 0 , with a 0 the exponent of growth off (t), and is understood 
in the principal-value sense. 

Proof. Consider the function g (t) = e-bt f (t), with b > a 8 • The 
function F (b + iu) is the Fourier transform of g (t), since 

"" 00 

F (b + iu) = \ f (t) e-<b+iu)t dt = \ g (t) e-iut dt. 
0 ..:oo 

By the hypothesis of Theorem 1, g (t) is absolutely integrable 
over the entire length of the straight line Rep = b, is continuous at 
point t, and has finite one-sided derivatives at this point. By Fou­
rier's inversion theorem (see Kudryavtsev [1]), 

00 

1 I' . g (t) = 2ii" J F (b + iu) etut du, 
-oo 

where the integral is understood in the principal-value sense. Hence, 

oo b+ioe 

f (t) = 2~ ~ F (b + iu) e<b+iu)t du = 2~i ~ F (p) ePt dp. 
-oo b- ioo 

We have thus proved the validity of (48.1). It is known as the 
inverse Laplace transform, or Mellin's formula. 

Corollary The object function f (t) is determined uniquely by its 
result function F (p) at all points where f (t) is differentiable. 

48.2 The existence conditions for an object function 
Theorem 2 Suppose F (p) is regular in the half-plane Rep > a 

and satisfies the conditions 
00 

(1) The integral ~ I F (a + ia) I da has a finite value for every 
-oo 

a>a. 
(2) M (R) =max IF (p) 1-+ 0 as R-+ oo, where rR is the 

pErR 

arc I p I = R, Rep~ a> a. 
Then F (p) is the result function corresponding to 

a+ioo 

f (t) = 2~i ~ ePtF (p) dp, (48.2) 
a-ioo 
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where a > a, and the integral is understood in the principal-value 
sense. 

Proof. Let us first demonstrate that the value of (48.2) is inde­
pendent of the choice of a (a> a). Indeed, the integral of eP1F (p) 
taken along the boundary of the rectangle whose vertices are at 
points a + ib and a1 + ib (a> a, a1 > a, b > 0) is zero, accord­
ing to Cauchy's integral theorem. The integrals taken along the 
horizontal sides of the rectangle tend to zero as b.- oo, by condi­
tion (2). Hence, 

a+ib a,+ib 

lim J eP 1F(p)dp=lim 1 eP 1F.(p)dp, 
b-+oo a- ib b-oo a,- ib 

i.e. (48.2) does not depend on a and is a function of only one varia­
ble, t. 

Let us prove that f (t) given by (48.2) is the object function corTe­
sponding to F (p), i.e. satisfies conditions (1)-(3) in Sec. 47. 

By condition (1) this integral has a fmite value and 

• 00 

jf(t) I~~~· ~ iF (a+ ia) Ida= ceat. (48.3) 
-oo 

From (48.3) follows the uniform convergence of (48.2) in t on any 
finite segment [0, T] and the continuity of j (t) for t?;::: 0. 

Let us show that j (t) = 0 for t < 0. Consider the closed contour 
'\'R consisting of the segment [a - iR, a + iR] and the arc 
r R: I p I = R, Rep?;::: a. By Cauchy's integral theorem, the inte­
gral of ePtp (p) taken along '\'R is zero, while the same integral but 
taken along rR tends to zero as R-- 00 (t < 0), by Jordan's lemma 
(Sec. 29). Whence, 

a+iR a+i~ 

f(t)=lim 1 eP1F(p)dp= ~ eP1F(p)dp=0, t<O. 
R-+oo a-iR a-i~ 

Let us show that every p 0 (Re p 0 > a) the result function for f (t) 
is F (p 0 ). We have 

oo oo a+ioo 

(' e-Potj (t) dt = ~ \ e-Pot f ePtp (p) dp dt. J 2n, .J J (48.4) 
0 0 a-i~ 

Since 
IF (p) e<P-P•)fl = IF (a+ ia) je-<Re Po-aH, 
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00 00 

with ~ 1 F ( + aia) 1 da and J e-<Re p,-a)t dt being convergent and the-
-oo 0 

inner integral in (48.4) being uniformly convergent, we can change­
the order of integration, i.e. 

a+ioo oo 

r e-v.tj (t) dt = ~ i F (p) dp r e-<P-Po)t dt J 2nt .! .l 
a-ioo 0 

a+ioo 
=-1 I' F(p) d 

2ni J Po-P p. (48.5} 
a-ioo 

Let us select R > 0 in a way such that point p = Po is inside­
contour 'Vn· By the residue theorem, 

Note that 

_1 f F (p) d - F ( ) 
2ni J P -Po p - Po . 

"n 

1
_1 i F (p) dp ,:::;:::_1 M (R) 2nR -+O ·(· R-+ oo). 
2ni J p -Po ""' 2n R- I Po I 

rR 

Whence, if we go over to the limit as R-+ oo in 

a+iR 
F ( ) = _1 I F (p) d + __!_ \ F (p) d 

Po 2ni J p0 - p p 2ni J p- Po P 
a-iR rR 

and use (48.5), we find that 
00 

J e-Potj (t)_dt = F (p0). 

0 

Since p 0 is an arbitrary point in the half-plane Rep > a, we con­
clude that f (t) . • F (p). Note that (48.2) coincides with the inversion 
formula (48.1 ). 

Example 1. Let us find, via the inversion formula, the object func­
tion corresponding to 

F (p) = _!_ e-avi>, a> 0. 
p 

SupposeD is the complex p plane with a cut along the negative part 
of the real axis. The function F (p ), where V p is the branch of the-
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il'oot that assumes positive values for Imp = 0, Rep> 0, satisfies 
for Rep > 0 the hypothesis of Theorem 2. 

Let us consider the contour r R consisting of the arc C n: I p I = 
R, Rep~ a (a> 0), the chord ln: Re p =a, -YR2 - a2 ~ 
Imp< YR 2 - a2 , the circle CP: I pI= p < R, and the seg­
ments lying on the banks of the cut y: Im p = 0, -R ~ Re p ~ -p. 
By Cauchy's integral theorem, 

~ F (p) eP1 dp = 0. 
rR 

(48.6) 

Let p = rei<p. Then on the upper bank of the cut cp = n, p = -r, 
and VP" = i vr, while on the lower bank (r = -n, P = -r, and 
V p = -i Vr. Then (48.6) yields 

( 48. 7) 

Since~ eP1F(p)dp-+0 as R-+oo. t>O (Jordan's lemma), 
CR 

a+iVR•-a• 

2~i ~ eP'F(p)dp-+f(t) as R-+oo (the inversion formula), 
a-i'VR2 -a2 

n .tp 

d 1 r PtF ( ) d 1 r -aVpet 2 d 1 0 an 2:rri J e p p = 2:rr J e cp -+ as p -+ , we can go 
cP -n 

()Ver to the limit in (48.7) as p-+0 and R-+ oo and obtain 

f (t) = __ 1_ 'f e-rt sin a y; dr+ 1. 
:rr J r 

(48.8) 
0 

Putting Vr=x in (48.8), we find that 

co 

f(t)= _.2. r e-tx•sinax dx+1. 
J1 J X 

(48.9) 
0 
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To evaluate the integral in (48.9), we employ the well-known result 
(see Example 17 in Sec. 29) 

r e- tx• cos ax dx = + v ~ e- :; . 
0 

We iatroduce the notation 

Then ( 48.10) yields 

whence 

00 

I ( ) ~ tx' sin ax d a= e- -- x. 
X 

8 

I' (a)=+ V~ e-rx2fH, 

(48.10) 

so that I(O)=O. This enables us to write (48.9) in the form 

rx/2Vt 

f (t) = 1-~ \' e-'t2 dt= 1-erf { ~), vn ~ 2 Yt 
with 

X 

2 I erf (x) = <l> (x) = Vn J e-'t2 d,; 
0 

the error integral. Putting 1 - erf (x) = Erf (x), we obtain the 
final result: 

T e-aV"ii ~~ Erf ( 2 Vt). D (48.11) 

48.3 Expansion theorems Knowing the result function F(p), 
it is easy to find the object function f (t) if F (p) is regular at the 
point at infinity. In this case we can expand F (p) in a Laurent series 
about point p = oo: 

00 

F (p) = ~ ~~. 
n=O 

Note that C8 = 0 because F (p)-. 0 as Rep-. oo (see formu · 
la (47.6)). 
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Theorem 3 Suppose F (p) is regular at point p = oo, F (oo) = 0~ 
and let its Laurent expansion about point p = oo be 

oc 

F(p) = h ~~. (48.12) 
n=1 

Then the object function f (t) corresponding to F (p} is given by the 
formula 

00 

f (t) = h c~jl t". (48.13) 
n=O 

Proof. Let us select R 0 so large that in the set I p I> R 0 there 
are no singular points ofF (p}. Since p = oo is a zero ofF (p}, there: 
exists a positive M and an R1 > R 0 such that 

IF(p) I~M/R for IP I =R>R1• 

Cauchy's inequalities (Sec. 17) imply that 

I Cn I~ MRn-t. 

From (48.13) and (48.14) we obtain 
00 

h I c~t tn I~M h Rn ~lt In =MeRit!. 
n=O n=O 

(48.14) 

(48.15) 

In view of (48.15), the series (48.13) converges in the entire plane7 

and the sum of this series, f (t), is an entire function. It is called 
an entire function of the exponential type. 

Let us multiply the series (48.13) by e-Pt and integrate the product. 
term-by-term with respect to t form 0 to oo. Using the fact that 
tn . · n!/pn+t and the linearity of the Laplace transformation, we 
obtain 

00 00 

"'\' Cn+t tn • ~ Cnn = F (p) . 
.LJ n! • .L.J pn+l • 
n=O n=O 

Theorem 3 is known as the first expansion theorem. 
Remark. The theorem that is the converse of Theorem 3 is also 

valid, namely, iff (t) = e (t) g (t) is an object function, with g (t) 
an entire function of the exponential type, then its result function 
F (p) is regular at the point at infinity. 

Example 2. Let us find the object function f (t) for 
00 

F __ 1_ -t/p _ "'\' l-1)h 
(p)- pn+l e - .LJ k! pn+k+l ' 

k=O 

where n is a positive integer. 
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00 

~ ( -f)htn+k 
By Theorem 3, f (t) = LJ k! (n + k) ! • Using the following formula 

k=O 
for the Bessel function: 

we find that 

In particular 

00 

/2 ( - ~ (-1)1itn+k 
f' Jn 2 Vt)= LJ k! (n+k) I' 

k=O 

tni2J {2 lf""t) . _1_ e-1/p 
n V • p"+l • (48.16) 

J 0 (2 Vt). · -j;-- e- 1/P. 0 (48.17) 

Theorem 4 Let a meromorphic function F (p) be regular in the 
half-plane Re p > a and satisfy the following conditions: 

(1) There is a system of circles 

Cn: I p I = Rn, R1 < R2 < ... , Rn ._ oo (n ._ oo) 

such that max I F (p) I ._ 0 as n ._ oo. 
pECn 

00 

(2) The integral ) IF (a+ cr) Ida has a finite~ value for every a> a. 
-oo 

Then F (p) is a result function whose object function is given by the 
formula 

f (t) = ~ Res [F (p) eP1], (48.18) 
(pk) P=Pk 

where the sum is taken over all the poles ofF (p). 
Proof. The function F (p) satisfies the hypothesis of Theorem 2 

and, in view of this theorem, F (p) is the result function of 
a+ioo 

f (t) = 2~i ) eP1F (p) dp. (48.19) 
a-ioo 

Suppose r n is the arc of Cn that lies to the left of the straight line 
Re p = a, the points a + ibn are the points at which Cn intersects 
this straight line, and '\'n is the closed contour consisting of the seg­
ment [a- ibn, a + ibnl and the arc rn. 

Since the integtal in (48.19) is taken in the principal-value sense 
and bn ._ oo as n ._ 0, we conclude that 

a+ibn 

f (t) =lim/ t I eP1F (p) dp. 
n-oo n J 

a- ibn 

(48.20) 
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For t > 0, by Jordan's lemma, 

lim \ eP1 F (p) dp = 0. 
n-oo "' rn 

For this reason we can write formula (48.20) thus: 

f(t)=lim-2
1 . I ePtF(p)dp. 

n-+oo ru. J 
'Yn 

(48.21) 

Applying the residue theorem to the integral in (48.21), we arrive 
at (48.18). This theorem is known as the second expansion theorem. 

Corollary If F (p) = An (p)!Bm (p), where An and Bm are poly­
nomials of det:rees n and m, respectively, without common zeros, and 
if n < m, then 

l m -1 

f (t) = ~ (m~t~1) I d :k-1 {F (p) ePt (p- Pk)mk} IP-Pk' (48.22) 
k=1 dp 

where p 1 , p 2 , ••• , p 1 are the distinct zeros of Bm (p}, and m 11 is the 
order of the zero p,. 

We can derive (48.22) from (48.18) if we use the rule by which 
the residue at a pole of order mh can be calculated (see Sec. 28). 
In particular, if all the poles of F (p) are simple, formula (48.22) 
takes the form 

m 
An (p) ___..! ""' An (Pk) e"Pkt 
Bm (p)-;- .LJ B'.,. (Pk) • 

k=1 

(48.22') 

Example 3. Let us find the object function f (t) corresponding to 
the result function 

p+B 
F (p) = p2+ p-2 • 

Since the function F (p) has simple poles at p 1 = 1 and p 2 = -2, 
formula (48.22') yields 

j(t)= ( P+B ePt) + ( P+B ePt) 
2p+1 p=t 2p+1 p=-2· 

Hence, f (t) = 3e1 - 2e-2t. We arrive at the same result if we write 

~partial-fraction expansion for F (p), or F (p) = P 3 1- P!2 , 

and use the formula ~ . • e1·t. 0 
p-1'. 

Example 4. Let us find the object f (t) function corresponding 
to the result function 



Reconstructing the Object Function 463; 

The function F (p) has second order poles at PI = i and p 2 = -i. 
If we apply (48.18) and the rule for calculating the resirlue at a 
second order pole (see Sec. 28), we find that 

I (t) = [ 1 +2·p·z e1't], + [ 1 +2.p2 ePi]. . 
(P+£)2 p=i (p-£) 2 P=-i 

This yields f (t) = ~ t cos t + ~ sin t. The same result follows 

from the fact that 
1+2p2 1 p2-1 3 1 

(1+p2)2 =2 (p2+1)z+z p2+1 

d th f l p 2
- 1 • t t d 1 • . t D an e ormu as <1+P2) 2 • cos an i+p2 • sm . 

Example 5. Let us find the object function corresponding to the 
result function 

1 
F (p) = (p2+1)a • 

The result function F (p) has third order poles at PI = i and p 2 = 
-i. If we apply (48.18) and the rule for calculating the residue 
at a third order pole, we obtain 

I (t) =-} [ <P~ti>a J:=i +i- [ (/~i)3 J~-i · 
from which we find that 

j(t)=f sin!- ~ tcost-ft2 sint. 0 

48.4 The result functions for some elementary and special func­
tions 

(a) The power junction. Let us take the function 1 (t) = til. If 
-1 < B < 0, then f (0) = oo, and hence 1 (t) does not satisfy the 
conditions (1)-(3) that an object function must satisfy (Sec. 47). 
But for -1 < B < 0 and Rep > 0 the integral 

00 

F (p) = ~ tile-Pi dt 
0 

(48.23} 

has a finite value and represents a function that is regular in the 
domain Re p > 0. We wish to evaluate this integral. 

Let p be real and positive. Putting pt = 't in (48.23), we obtain. 

00 00 

F (p) = ~ tile-Pi dt = ll~t ) e-"ttll dT 
0 p 0 
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Hence, 

(48.24) 

If we continue the analytic function F (p) from the semiaxis (0, +oo) 
into the half-plane Re p > 0, we find that (48.24) is valid for 
Re p > 0, so that 

til.· f(~_t 1 ) (~>-1, Rep>O). (48.25) 
p 

Note the important case of ~ = -112 in formula (48.25). Since 
r (112) = Vn, we have 

1 • 1 
y;t· yp· 

{b) Impulse functions. Consider the function 

{ 
1 
h' O<t<h, 

6n (t) = 
0, t<O, t >h. 

(48.26) 

(48.27) 

For small h's this function can be interpreted as a force of constant 
magnitude 1/h acting within a small time interval 0 < t < h and 
l1aving an impulse equal to unity: 

00 h 

) (jh (t) dt = ) ~t = 1. (48.28) 
-00 0 

Let us introduce an idealized function that will be the limit for 
the family of functions 6, (t) as h--+ 0. We denote this function by 
.6 (t) and call it the unit impulse function of order one (it is more 
commonly known as the delta function of Dirac). 

In view of (48.27) and (48.28), this function must satisfy the 
following conditions: 

J oo, t = o, r 
6(t)= tO, t=-FO, _Joo fJ(t)dt=1, 

which no ordinary function can satisfy simultaneously. Neverthe­
less, the delta function is used as a criptic notation for a limiting 
physical process in which an infinitely large quantity (e.g. force) 
acts over an infinitely small time interval with a total effect (the 
impulse) equal to unity. 
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Note that 
1 

6h (t) =~h [8 (t)-6 (t-h)], (-'iH.2!1) 

where 8 (t) is the Heaviside unit function. We will assume that 
the result function for the delta function is the limit of the result 
function for 6h (t) as h-+ 0. Since 6" (t) . · (1 - e-P")Iph, we can 
write 

1-e-Ph 
6 (t) • · lim ph 

h-0 

or 
6 (t) •• 1. (48.30) 

We also note that in view of (48.29) the delta function can formally 
be considered as the derivative of 8 (t), i.e. 

6 (t) = 8' (t). (48.31) 

For this reason we can arrive at (48.30) by using the formula 8 (t) • • 
11 p and the rule of differentiating object functions. 

Using (48.30) and the rule for finding the result function of a 
translation, we obtain 

6 (1 - T) • • e-Pt, T > 0. 

Reasoning along similar lines, we can introduce the impulse func­
tions 6<n> (t) for n-;:;:: 2 and arrive at 

6<n) (t) • • pn. (48.32) 

The substantiation of (48.32) can be achieved on the basis of the 
theory of so-called generalized functions (e.g. see Vladimirov [11). 

(c) Bessel functions. The function 

00 

F( )= 1 =-1 ( 1 + _1 )-112= ~ (- 1)k (2k)l 
p ,/ 2+f p p2 LJ 2~k (k!)2 p2kH 

y p · h=O 

is regular at infinity and F (oo) = 0. By the first expansion theo­
rem, 

00 

• "' k t2k 
F(p). L.l (-i) 22~<(k!J2 

k=O 

We have therefore found that 

J (t) ___.!. 1 
0 ;- v p2+1 • (48.33) 

30-01641 
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Substituting i~t for t in (48.33) and employing the similarity theo­

rem, we obtain J 0 (i~t) • • V 1 from which by the rule for 
p2-~2 

finding the translation of a result function we have 

e-atJ (iRt)---.! 1 (48.34) 
o t' ..-- V(p+a)z-~2 

We can also write this formula in the following form: 

e-atJ (Rt) ____! 1 
o t' ..-- y(p+a)2-~z • 

where I 0 (t) is the modified Bessel function. 
Using formula (48.33) and the induction method, we can find that 

J (t) • ( V p2+1- p)n (48.35) 
n • -vp2+ 1 

For n = 0 this formula coincides with (48.33). Since 

11 (t> = -Jo (t), 1 o (O) = 1, (48.36) 

we can find, using the rule for differentiating object functions and 
(48.36) and (48.33), that 

J 1 (t) . • (V p 2 + 1 - p )IV p 2 + 1 , 

i.e. (48.35) is valid for n = 1. Let it be valid for all positive integers 
less than n (n> 2). Using the formula Jn (t) = Jn- 2 (t)- 21~-1 (t) 
and the fact that J n _1 (0) = 0, we find that 

J (f)_: (V~-p)n-2 2p (yp2T1-p)n-l 
n • V p2 + 1 V p2 + 1 

The final result is 

J (t) __! (VJJ2+f-p)n 
n • V p2+1 ' 

(d) Functions related to the error integral. Let us consider thP­
functions 

t 

erf(t)= ,;- \ e-'t2 d-r, 
y :rt • 

0 

Erf (t) == 1 - erf (t}, f (t} = eterf (Vt). 

There are object functions, with 

f' (t) = f (t) + J nt (48.37) 
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Suppose f (t) • • F (p). Then, combining (48.37), the formula 
11V :rrt • • 1/Vp, and the rule for differentiating object functions, 

1/- 1 
we find that pF (p) = F (p) + 1/v p, whence F (p) = (p- 1) p 1/ 2 • 

i.e. 

(48.38) 

From (48.38) and the rule for calculating the translation of result 
functions we find that 

(48.39) 

Consider the function 

g (t) = e1 Erf (lft} = e1 - e1 erf (lft). (48.40) 

Combining (48.40) with (48.39), we obtain 

(t)~-1__ 1 
g • p-1 (p-1) v.P 

Hence, e1_Erf (Vt) . · 1 V _ , which yields 
P+ p 

(48.41) 

Further, from 

yp:j:(X 
p 

and the fact that .. ;- • • ,/ it follows that 
r P r nt 

,,- t 
r P+et . -~~-1-+ J -a1:~ . e ,,- a e ,,- , 

P rnt 0 vm: 

or 

30* 
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49 Solving Linear Differential Equations via 
the Laplace Transformation 

49.1 Ordinary differential equations Let us take an nth order 
linear differential equation with constant coefficients 

Lx = x<n) (t) + a1x<n-1> (t) + ... + an-1x' (t) + anx (t) 

=f(t). (49.1) 

The Cauchy problem is formulated as follows: to find the solution 
of Eq. (49.1) that obeys the condition 

x (0) = x 0 , x' (0) = x1 , ••• , x<n-1) (0) = Xn -1 , (49.2) 

where x 0 , x1 , ••• , Xn _1 are given constants. Assuming that f (t) is 
an object function, we seek the solution x (t) of the Cauchy problem 
(49.1), (49.2) such that x (t) = 0 for t < 0. Let x (t). ·X (p) and 
f (t) • • F (p). By the rule of differentiating an object function and 
the property of linearity, we go over to result functions in Eq. (49.1) 
and, in view of the boundary condition (49.2), we obtain 

pnX(p)- pn-lXo- • · · - PXn-2- Xn-1 

+ a1 (pn-1X(p)- pn-2Xo- ••• -PXn-3- Xn-2) 

+ • ·. + an-1 (pX(p)- X 0) + anX(p) = F(p), 

or 

A(p)X(p)- B(p) = F(p), 

where 

A(p) = pn + a1pn-1 + .. · +an -1P +ani 

is the characteristic polynomial of the equation Lx = 0, and 

B(p) = Xo (pn-1 + a1pn-2 +. • • + an-1) 

+ X1 (pn-2 + a1pn-3 + · · • + an -2) 

+ · • • + Xn-2 (p + a1) + Xn-1" 

We have X(p) = [B(p) + F(p)l!A (p). To find the sought-for solu­
tion x (t) of the Cauchy problem (49.1), (49.2), we need only recon­
struct the object function x (t) from the result function X (p ). This 
can be done by the inversion formula. In practical applications of 
the operational method, however, the more customary approach is 
to use the table of object and result functions. For instance, if f (t) 
is a quasi-polynomial (i.e. a linear combination of terms of the 
type treM), then X(p) proves to be a rational function. To find the 
object function in this case it often convenient to represent X (p) 
as a partial-fraction expansion. 
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To substantiate the possibility of applying the operational meth­
od to the Cauchy problem (49.1), (49.2) it is sufficient to verify 
that x (t), x' (t), ... , x<n> (t) are object functions. Let us represent 

x (t) as the sum ; (t) + x 0 (t), where ; (t) is the solution of the 
homogeneous equation 

Lx = 0 (49.3) 

with given initial conditions (49.2), and xojt) is the solution of 

Eq. (49.1) with zero Cauchy data. Note that x (t) is a linear eombi­
nation of functions of the tref...t type (r is a nonnegative integer), 

which implies that all the derivatives of ; (t) are objeet functions. 
We can write x0 (t) in the form of the eonvolution 

t 

x 0 (t)= j f(~)z(t-~)d~, (49.4) 
0 

where z (t) is the solution of Eq. (49.3) satisfying the conditions 

z (0) = z' (0) = ... = z(n- 2) (0) = 0, z<n-l) (0) = 1. (49.5) 

From (49.4) and (49.5) it follows that 

t 

Xbk) (t) = ) f (~) z(k) (t- s) d£+ I (t) z(k) (0), k = 1, 2, ... n. (49.6) 
0 

Sinee the result function for z (t) is Z (p) = 1/A (p), which is regular 
at infmity, Z (oo) = 0, we conclude that z (t) is an entire funetion 
of the exponential type (see Theorem 3 of Sec. 48), and, in view of 
(49.4) and (49.6), that the functions x 0 (t), x~ (t), ... , xlt> (t) 
are object functions. Hence, x (t), x' (t), ... , x<n> (t) are object 
functions, too. 

The function z (t) is often called the function of a unit point source 
for the equation Lz = 0, while the function E (t) = e (t) z (t) is 
known as the fundamental solution of operator L, i.e. the solution 
of the equation 

Lt>- = 6 (t), 

where 6 (t) is the delta function of Dirac. 
Remark. If the initial conditions (49.2) are specified at timet = t 0 

rather than at time t = 0, then by substituting • for t - t0 we can 
replace the Cauchy problem (49.1), (49.2) with 

Ly (•) = f (• + t 0 ) 

with the initial conditions at • = 0. 
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Example 1. Solve the Cauchy problem for 

x" (t) - 3x' (t) + 2x (t) = 6e-t 

with the initial conditions x (0) = 2 and x' (0) = 0. Let x (t) • • 
X (p). Then 

x' (t) . · pX (p) - x (0) = pX (p) - 2, 

x" (t) • • p 2X (p) - px (0) - x' (0) = p2X (p} - 2p. 

Going over to result functions in the equations, we obtain 

6 
p2X(p)-2p-3(pX(p)-2)+2X(p)= P+1, 

2p 
X(p)= pz-1' 

which leads to the sought-for solution x (t) = 2 cosh t. 0 
Example 2. Let us find the solution of the equation 

x'" (t) + x' (t) = cos t 

with the initial conditions x (0) = 0, x' (0) = -2, and x" (0) = 0. 
Let x (t) . · X (p). Then x' (t) . · pX (p) and x"' (t) • · p3X (p) + 2p. 

Going over to result functions in the equation, we find that 
3 ) ) p " ( ) 1 + 2p2 h (p + p X (p + 2p = 1+P2 , whence X p =- (1+P2) 2 • T us 

(see Example 4 in Sec. 48), 
1 p 2 -1 3 1 

X(p)=-2'(p2+1)'-2" p2+1' 

x(t)=- ~ tcost- ~ sint. D 

Example 3. Let us solve the equation 

xiV (t) + 2x" (t) + x (t) = sin t 

with zero initial conditions. If x (t) • • X (p), then 

(p4+2p2+1) X(p)= p2~1 ' 

which leads to X (p) = (1+1P2)1 • Whence (see Example 5 in Sec. 48). 

x (t) = : sin t- : t cost- ~ t2 sin t. 0 

The operational method can also be applied by a similar technique 
to the solution of systems of linear differential equations with 
constant coefficients. 
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Example 4. Let us solve the Cauchy problem for the system 

{ x' (t) + y' (t) + x (t) + y (t) = t, 
x" (t)- y' (t) + 2x (t) = 3 (e-t + 1) 

with the initial conditions x (0) = y (0) = 0 and x' (0) = -1. Let 
x (t) . • X (p) and y (t) . · Y (p). Then 

x' (t). • pX (p), x" (t). • p2X (p) + 1, y' (t) .. pY (p). 

Going over to result functions in the system of equations, we find 
that 

1 

{ 
pX(p)+pY(p)+X(p)+Y(p)=pz-, 

p2X(p)+1-pY(p)+2X(p)=3( P~ 1 -+)· 
Solving this system, we find that 

1 1 1 
X(p)= P+i --p, Y(p)=-pz· 

whence x (t) = e-1 - 1 and y (t) = t. 0 
49.2 Volterra integral equations Let us consider a Volterra 

integral equation of the second kind with a kernel K that depends 
on the difference of the independent variables, i.e. an equation 
of the type 

t 

rp <t> = t (t) + ~ K (t- s> rp <£) d£, (49.7) 
ll 

where K (t) and f (t) are given functions and rp (t) is the unknown 
function. 

Let q: (t) • · <1> (p), f (t) . • F (p), and K (t) • • G (p). Going over 
to result functions in Eq. (49. 7) and using the rule for finding the 
result function of a convolution, we obtain <1> (p) = F (p) + 
G (p) F (p), whence 

F (p) 
<l>(p)= 1-G(p) " 

The object function corresponding to <1> (p) is the sought-for solu­
tion of Eq. (49.7). 

Example 5. Let us solve the integral equation 
t 

rp (t) =sin t+ '(t-1;) rp (s) ds. 
0 
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Going over to result functions in the equation, we obtain 

whence 

p 2 1 ( 1 
<D(p)=(p2-1)(p2+1) =2 p2+1 + 

<p (t) = ; (sin t +sinh t). 0 

Let us study a Volterra integral equation of the first kind with a 
kernel K that depends only on the difference of the independent va­
riables, i.e. an equation of the type 

t 

) K (t-f) <p (£) ds= j (t), ( 4.9.8) 
0 

where j (t) is given and <p (t) the unknown function. We put f (t) • • 
F (p), K (t) . · G (p), and <p (t) . · <D (p). Then Eq. (49.8) yields 
<D (p) = F (p)IG (p). The object function corresponding to <D (p) 
is the sought-for solution of Eq. (49.8). 

Example 6. Let us solve the integral equation 
t J et-~<p(£)d£=t. 
0 

Going over to result functions, we find that - 1- 1 <D (p) = ~, 
p- p 

1 1 whence <D (p) = ---2 , and <p (t) = 1- t. 0 p p 
49.3 Equations with partial derivatives Let us study the prob­

lem of vibrations of a string 0 < x < l with fixed ends, assuming 
that the initial velocities of the points of the string and the initial 
deviations of these points from equilibrium are given. This problem 
(see Vladimirov [2]) is formulated as follows: to find the solution 
of the equation 

for zero boundarv -;onditions 

U lx=O = U lx=l = 0 

and given initial conditions 

ult=o=u0 (x), aau j =U1 (x). 
t t=O 

( 4.9. 9) 

(49.10) 

(49.11) 
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Let us assume that the functions u0 (x) and u1 (x) are sufficiently 
smooth and obey the additional conditions at the end points of the 
segment [0, Z], which ensure that there is a smooth solution of the 
problem (49.9)-(49.11). 

Suppose U (p, x) is the result function for u (x, t). Then, assum­
ing p to be a parameter, we obtain 

00 

iJ2u • r i)2u -Pt d2U 

~· J 7x2e dt=([X2· 
() 

Using the rule of differentiating object functions and the initial: 
conditions (49.11), we find that 

i)2u 
'8t". • pU (x, p)- pu0 (x)- ut(x). 

Going over to result functions in Eq. (49.9), we obtain 

d2U 
a 2 dx~ - p2U + pu0 (x) + u 1 (x) = 0, (49.12)· 

while the boundary conditions (49.10) yield 

U lx=O = Ulx=l = 0. (49.13) 

Solving the problem (49.12), (49.13), we arrive at the result func­
tion U (x, p) and then at the object function u (x, t). 

Example 7. Let us solve the problem (49.9)-(49.11) for a = 1, 
l = 1, u 0 (x) =sin nx, and u1 (x) = 0. In this case Eq. (49.12)· 
takes the form 

d 2U 
(lX2- p2U =- p sin nx. 

Solving this equation for U lx=O = U lx=l = 0, we obtain U (x, p) = 

P 28~ n: , which yields u (x, t) =cos nt sin nx. 0 
p 1t 

Example 8. Solve the equation 

i)2u i)2u 

ifi2 ox2 ' 

for zero initial conditions u I t=O = ~~ lt=O = 0 and the following· 
boundary conditions: 

u I x=O = 0, ;; ·lx=l =sin ffit. 

i)2u • 2 i)2U 
Let u (x, t). · U (x, p). Then ax~ • p ax2 • Going over to result. 
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functions and taking into account the initial conditions, we obtain 

-~~ = p2 U, from which we find the general solution U (x, p) = 
,C1 cosh px + C 2 sinh px. Since sin wt . · wl(p2 + w2), the hound­
.ary conditions yield 

'Hence 
w sin xp 

U (x, p) = p (p2+w2) cosh p 

'The function U (x, p) has poles at + iw and + iw k, where w k 

'(k - 112) rt, k = 1, 2, .... By the second expansion theorem, 
00 

u(x, t)= ResG(p)+ Res G(p)+ ~[Res G(p)+ Res G(p)], 
p=iw p=-iw k=i p=pk p=-pk · 

·with Pk = iwk and G (p) = U (x, p) eP1. 
We will assume that I w I =I= w11 (k = 1, 2, ... ). Then all the 

.residues of G (p) are simple, with 

R , G ( ) _ ( wePt sin xp ) 1 es r p - . 2 2, 
p=iw p cosh p p=tw (p +w )p=iw 

Bearing in mind that 

i sin wxeiwt 

2w cos w 

Res G (p) + Res G (p) = 2 Re Res G (p) =sin wx sin wt, 
P=iw P=- iw p=iw w cos w 

Res G (p) + Res G (p) = 2 Re Res G (p) 
.P=Pk p=-pk P=Pk 

·we fmally obtain 
00 

= 2 ( -1)/t w sin wkx sin wkt 
wk(wj,-w2 ) 

u (x t) = sin wx sin wt 
' w cos w 

+ 2(1) ~ ( _ 1)/t sin wkx sin wkt D 
L..; W~t(W2-w2) . 
k=i k 

Let us discuss the application of the operational method to the prob­
lem of the heat conduction equation. We wish to find the tempera­
ture distribution in a semi-infinite rod 0 < x < =, assuming that 
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the rod's initial temperature was zero and the left end is in a heat 
bath whose temperature is a known function of time. 

The problem consists in finding the solution u (x, t) of equation 

au - 2 i} 2u --a - 0-, x>O, at ax· t>O, (49.14) 

that is bounded for x ~ 0 and obeys the following initial and bound­
ary conditions: 

uit=o = 0, uix=o = f (t) (49.15) 

Let f (t) be an object function and u (x, t) • • U (x, p). Then bearing 
in mind (49.15), we have 

ou • 8 2u . d1U 
Tt-;- pU' i}x 2 • dx2 

Going over to result functions in Eq. (49.14), we arrive at the bound­
ary value problem 

U lx=o=F(p), !U(x, p) !<oo, 

(49.16) 

(49.17) 

where F (p). · f (t). Solving the problem (49.16), (49.17), we obtain 

- "Viix 
U (x, p) = F (p) e a 

'The sought-for solution u (x, t) can be found from the result function 
U (x, p) via the inversion formula, but it is more convenient to 
represent U (x, p) as 

1 -.:..-vii 
U (x, p) = pF (p)- e a , 

p 

use the rules for calculating the result functions of derivatives and 
~onvolutions, and a formula we obtained in Sec. 48.2, 

We have 

t 

U(p, x). · u(x, t)=) f(-r:) ~ G(x, t--r:)d-r:, 
0 
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where 

Hence, 

x2 a x - ;-;;;:.;--, 
Tt G (x, t- -r) = 2a yii (t- -r)-3/2 e 4a2(t-•> • 

t x2 

u (x, t) = __ x--===- f f (T)a 2 e- 4a2(t-•> d-r, 
2a y n J (t-T) I 

0 

50 String Vibrations from Instantaneous Shock 

50.1 A semi-infinite string Small natural vibrations of a homo­
geneous string are described by the wave equation 

(50.1) 

Here u (t, x) is the deviation of the string from equilibrium at point 
x and at time t, and a is a positive constant. 

Suppose the string is semi-infinite (0 < x < oo), its end x = 0 
is free, and at the initial moment (t = 0) the string was at rest, i.e. 
the Cauchy data are 

Ult=O = 0, Ut it=O ==: 0. (50.2) 

At time T > 0 the end x = 0 is subjected to an instantaneous shock, 
so that the following boundary condition holds: 

Ux (t, 0) = V6 (t - T), (50.3) 

where 6 is the delta function of Dirac, and V is a nonzero constant. 
Let us solve the mixed problem (50.1)-(50.3) for 0 < x < oo and 

0 < t < oo. We introduce the Laplace transform 
00 

v (p, x) =) u (t, x) e-vt dt. 
0 

Then for v we have the ordinary differential equation 

w p2 
V:xx- - 2 V = 0 (0 <X< 00) 

a 

and the boundary condition 

v~ I x=O = Ve-PT. 

(50.4) 

(50.5) 

(50.6} 

We will impose the following boundary condition at infinity: 

v(p, x)-+ 0 fReTJ-+ +oo). (50.7) 
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Then v (p. x) = - aV e-Pxfa-pT,. and the inversion formula 
p 

c+ioo x 
aV ) 1 p(t-1'--) u(t x)= -- -e a dp, 

' 2Jti p 
c-ooi 

with c positive. This yields (see Sec. 48) 

yields 

u(t, x)=O (t<T+:), u(t, x)= -aV (t>T+:) 

<>r 

u(t, x)=-ave(t-T-: ), (50.8) 

where 8 is the Heaviside unit function. 
Thus, the impact on the left end of the string results in a plane 

wave (a rectangle step of height a I V I) that travels along the string 
with a speed a. 

String vibrations in the presence of friction are described by the 
equation 

(50.9 

where a and a are positive constants. The initial and boundary con­
ditions are again taken in the form (50.2), (50.3). We arrive at the 
following equation for the Laplace transform v (p, x) of the function u: 

(50.10) 

and the boundary conditions (50.6), (50. 7). This yields 

aV _..!._y p2+ap x-pT 
V=- e a ' V p2 +ap 

and from the inversion formula we obtain 

c+ioo p(t- T)-..=_ V p2+ap 
aV ) e a u (t, x) = --2-. 1 dp. 
m . l Pz+ap 

c-too 

(50.11) 

The function V p 2 + ap has two branch points: p = 0 and p = -a. 
Its regular branch in the right half-plane is selected in such a way 
that the root is positive for positive p's, so that v (p, x) satisfies con­
dition (50.7). 

As p -+ oo, the exponent in the exponential function in (50.11) 
becomes 

( x) ax p t-T-- --- +o(1). 
a 2a 
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The integrand in (50.11) has no poles in the right half-plane Re p > 
0, and by Jordan's lemma u (t, x) = 0 for t- T- x/a < 0. 

For t - T - x/a > 0 the integral (50.11) cannot be expressed 
in terms of elementary functions, and we will use a well-known 
formula of operational calculus (see Lavrent'ev and Shabat [11), 

where I 0 is a modified Bessel function. We can reduce the integral 

in (50.11) to this form if we substitute p = p- a/2, so that b = 
a/2 and T = x/a. The final result is 

~(t-T) ( a -. / x2 ) ( x) u(t, x)= -aVe- 2 / 0 2 V (t-T)2 -Q2 e t-T-a . 

(50.12) 

For a = 0 we arrive at (50.8). The solution given by (50.12) de­
scribes a wave, too. Its wavefront x =a (t- T), moves to the 
right with a speed a. 

We fix a point x > 0 and study the behavior of u (t, x) as t-+ 
+oo. Using the asymptotic formula 

e-x 
/ 0 (x)"' V (x-+ + oo), 

2nx 

we obtain from (50.12) the following: u (t, x),....., - .:v (t-+ +oo), 
r cmt 

so that the vibrations at a fixed point fade out, in contrast to (50.8). 
This is the result of friction. 

50.2 A finite string vibrating without friction Suppose the 
string is finite (0 < x < l), its left end x = 0 is free, and the right 
end x = l is fixed, so that 

u (0, l) = 0. (50.13) 

Just as in Sec. 50.1, we will fix the zero Cauchy data and the condi­
tion that at t = T > 0 the left end is subjected to a sudden shock. 
Then u (t, x) satisfies Eq. (50.1), the Cauchy data (50.2), and the 
boundary condition (50.3) and (50.13). Going over to the Laplace 
transform (50.4), we arrive at Eq. (50.5) for v and at the boundary 
conditions 

V~ lx=O = Ve-PT, V lx=l = 0. (50.14) 

This yields 

aVe-pT . [ p J 
v (p, x) = p cosh (pl/a) smh a (x-l) ' (50.15) 
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and using the inversion formula, we obtain 

c+ioo 

U (t, X)= -2
1 . ~ ePt V (p, xrdp, 
:It/ J 

c-ioo 

where c is positive. We evaluate this integral using the theory of 
residues. The singular points of the integrand coincide with the· 
zeros of the function cosh (plla) (point p = 0 is not a singular point 
for this function): Hence, the integrand has poles at p = Pn• where· 

ian { 1 ) Pn=-z- n+2 ' n=O, + 1, ... 

All of these poles are simple and lie on the imaginary axis, with1 

V Pn<t-T) . h ( Pn ( z)) a e sm - x-
Res (eP 1v (p, x) =-----~....:._,...,..a __ __:_ 
p=pn Pn {cosh J2!:... ) 1 I 

a P=Pn 

.na( 1 ) 2iaV ( -1)n+l tl n+2 (t-T) ( ) 

:rt(2n+1) e <pn X' (50.16)> 

where 

<rn (x) =sin [ ~ ( n + ~ ) (x -l) J. (50.17)· 

Let us show that 
00 

u (t, x) = - ~ Res (eP 1v (p, x)) (50.18)· 
n=-oo P=Pn 

for t > T + l/a. Since a is the speed with which the shock travels. 
along the string, during this time the perturbation is able to reach 
the right end of the string and be reflected from it. But if t < T + 
l/a, we can easily see that the solution has the form (50.8). 

Consider the integral 

J N = 2~i J eP1v (p, x) dp, (50.19)· 
rN 

where r N is a rectangle with its vertices at c + iy Nand + iy N•- YN, 

with y N = naN ll. The integral J N is equal to the sum of residues 
at the poles of the integrand that lie inside r N· The integral taken 
along the segment [c - iy N• c + iy Nl tends to u (t, x) as N-+ oo. 
What remains to be proved is that the integral taken along the con-
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tour r N consisting of the other three segments tends to zero as 
N ._ oo. We have 

pl 1 1 cosh -a= 2 e-Pl/a([! (p), ([! (p) = + e2Pl/a. 

Let us show that I([! (p) 1;;?;: A >0 for p E .fN, where the constant 
A is independent of N. On [ -y N + iy N• c + iy N] we have 

2l 
-II 

I([J(p)J=1+ea, -yN~y~C, 

so that I ([! (p) I;;?;: L The same estimate holds on [ -y N - iy N• 
c - iy N], while on the remaining segment the function e2lP/a de­
-creases exponentially as N ._ oo. For this reason the integrand in 
{50.15) is equal to 

aV P(t-T+.!_+x-l) p(t-T+..!__x-l) 
~--:--:- [e a a -e a a ]. 
2cp (p) p 

'The first factor is of the order of 0 ( 11 p) on the r N as N -+ oo, while 
the exponents in the first and second terms in the brackets are strictly 
positive, since t > T + l/a, 0~ x~ l. By Jordan's lemma, the 

jntegral taken along r N tends to zero as N- oo. 
From (50.8) and (50.6) we find that 

00 

u (t, x) = - 2i;V ~ 
i:rta ( 1 ) ( -1t e-l- n+2 (t-T) <Pn (x) 

2n+1 • 
n=-oo 

'Combining the terms with numbers nand -n - 1 (n = 0, 1, 2, ... ) 
into pairs and allowing for the fact that {[J-n-I (x) = -([!n (x), we 
arrive at the final result 

oc 

4Va "V ( -t)n { Wn } u(t.x)=-n-LJ Zn+i sin(wn(t-T))sin -a-(x-l), (50.20) 
n=O 

where 

:rta { 1 ) ffin=-z- n + 2 • (50.21) 

Each term in this sum corresponds to a natural vibration mode 
·of the string with end x = 0 free and end x = l fixed. The natural 
frequencies of these vibrations are equal to ffin· 

Equation (50.20) shows that a shock excites all natural vibration 
modes of the string. The amplitudes of the various vibration modes 
decrease like 1/n as the frequency grows, but the energies En of all 
natural vibrations are approximately the same. Indeed, let p be 
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the density of the material of the string, Q is the str·ai11, a11d a2 = 
Q!p. Then the energy En of the nth natural vibration 
mode is 

l 

En=+ J [r(aa~n )2+Q( a;; )2]dx 
0 

2a2V2 = 1 [pa2 cos2 (w,(t-T)+Tsin2 (wn(t-T))J. (50.:!:!) 

Let us study the response of the string to a series of N periodic 
shocks. Suppose all shocks have the same strength and act on the 
string at times T, 2T, ... , NT. This means that the boundary 
condition (50.3) is replaced by 

N 

a;: (t, 0) = V ~ 6 (x-mT). 
m=1 

Obviously, for t >NT+ l/a we have 
N 

uN(t, x)-= ~ udt-(m-1)T. x), 
m-1 

where u1 (t, x) is the solution of the (50.20) type. We have (see 
Example 6 in Sec. 1) 

The final result is 

00 

4aV ""' uN (t, x) = -n- L.J 
( -1)11 sin ( 0011 !!{-) 
(2n+1) sin ( 00 n{ } 

The amplitude A 11 of the nth vibration mode is 

A _ 4aV(-1)11 sin(oo11NT/2) 
11 - :rt (2n+1) sin (oo 11 T/2) 

31-01641 

(50.23) 

(50.24) 
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Let us study the case when resonance sets in, i.e. the period between 
the shocks coincides with one of the periods of the natural vibrations, 
precisely, T = 2nlffin· Then from (50.24) we obtain 

4aVN (-1)n 
An = -n-,("""2n-'+...,.....-;17') - ' (50.25) 

which means that I An I assumes the greatest possiblE• value and 
increases without limit as N-+ oo. 

The most interesting case is when 1' coincides with tlw period of 
the principal vibration mode, i.e. 

T = 2n/w 0 = 4l/a. (50.26) 

In this case we have 

00 

u (t, x) = 4a~ N ~ ~:-~: sin (wnT) sin ( :n (x -l)) , (50.27) 
n=O 

so that 

uN (t, x) = Nu!(t, x). (50.28) 

Thus, the vibration u1 (t, x) is amplified N times after the 
(N - i)st shock. 

50.3 A finite string vibrating with friction In this case the 
function u (t, x) satisfies Eq. (50.9), while the Cauchy data and 
the boundary conditions are the same as in Sec. 50.2. G-oing over 
to the Laplace transform, we arrive at the equation (50.10) and the 
boundary condition (50.14) for the function v (p, x). Solving this 
problem, we obtain 

v (p, 
aVe-pT sinh (-x--:_l V pZ+ap) 

x) = ____ __:__---,-.,._ ___ :..._ 

V p2+ap CPsh (f V p2 +ap) 

(50.29) 

Note that v (p, x) is a single-valued function of p, since ~inh 1/ z!Vz 
and cosh Vz are. single-valued functions of z (see Examples 18 and 
19 in Sec. 22r The singular points of v (p, x) coincide with the roots 

of the equation cosh ( ~ V p 2 + ap) == 0, which are 

a . • r"i'F" 
[I ± ___ ± .. !.Y, .. n 

n - 2 ·2 · 1 (50.30) 
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All the singularities are simple poles that lie on the straight line 
Rep = -a/2 except, perhaps, a finite number, since Dn is positive 
for large n's. If a is greater than nail (2n + 1) for a certain n, the 
roots pif are real and negative. 

As in the previous case, the integral in u (t, x) is equal to the 
sum of residues over all the poles of the integrand. In evaluating 
the residues we must bear in mind that the choice of the value of 
V.P2 + ap is irrelevant, the only requirement is that this value be 
the same in all expressions containing this root. Evaluating the 
integral 

00 

u (t, x) = 2~i J eP1V (p, x) dp, 
-oo 

we obtain 

( t ) 2ia2V " u ,x=-l- LJ 
n=-oo 

where CVn (x) is the same as in (50.17). Let us transform this expres­
~ion. We have 

p;(t-T) p~(t-T) 2"- ~(t-T) . { VD2n (t-T)). e -e =- £e stn 

Joining the terms with numbers n and -n - 1 into pairs, we find 
that 

ex "" 
4a2V --(t-T·)." 

u(t, x)=-z- e 2 . LJ 
n=O 

(-t)n sin ( VDn (t-T)) 
liD: 2 

'sin (-T { n + ~} (x-l)). (50.31) 

. i 

For a = 0 this expression coincides with (50.20). From (50.31) it 
follows that friction changes the natural frequencies of string vibra­
tions. In the case at hand, 

(50,32) 

lt* 
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Let us assume, for the sake of definiteness, that ex is less than 
nail. Then V Dn is positive for all values of n. The solution is 
u (t, x) = 0 (e-a.t/2) at t-+ +oo, i.e. exponentially decreases, 
which is due to the presence of friction. Let us see what is the re­
sponse of the string to a series of N identical shocks acting on the 
string at T, 2T, . NT. Summing these vibrations, we find that 
at t >NT+ lla. 

[ . ( VD ) .!::.T . ( y.iJ ) X Sill 2 n t - e 2 sm 2 n (t + T) 

+ e ~ CN+i)T sin { l1~ (t-NT)) J. (50.33) 

Suppose there are very many shocks, i.e. N-+ oo. Then e-a.NT/2 

is exponentially small, we can approximately replace (50.33) by 

a. 00 

4a2V · --(T-Tl ,, ( -i)n 
uN (t, x) ~ - 1- e 2 Ll 1 fPn (x) 

n=O l Dn 

~ T . ( v'"nn ) . ( vnn <~-r)) e sm 2 • -sm 2 • 
X----------~--~----~--------~ 

-~T ( D ) 1-2e 2 cos T T +e-a.T 

(50.34) 

where we have put 

t =NT + -r, -r > l/a. (50.35 

Let us consider the case where the period between each shock 
coincides with the period of the principal natural vibration mode, 
i. e. T = 2n/w0 = 4n!V D 0 • Then (50.34) takes the form 
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{ 
(, YD0 ) ~ T a rp 0 (x) sin --2- 't' e 

4a2V -2{t-T) _ 
UN (t, X)~ - 1- e --- ( _!!:_T ) 

.;- 2 v D0 1-e 

+ ~ (-t)n {jln (x) [e TT sin ( Yfn T) -sin ( Vfn )('t'--T)) J} • 
n=t YDn [ 1-2e-aT/2cos{ Y~nT )+e-aT] 

(50.36) 

In this case the resonance manifests itself much weaker (cf. (50.18)) 
because in the presence of friction the natural frequencies Wn are 
not integral multiples of w0 • 
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