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1 Introduction

Recently essential developments have been made in the theory of quantum correlation

functions showing that correlators of quantum exactly solvable models satisfy classical

completely integrable differential equations [1]-[6] (for the case of the nonrelativistic Bose

gas, this program is fulfilled, see, for instance, [7]). In order to obtain these differential

equations, an important preliminary step consists in representing correlation functions

as the determinants of Fredholm linear integral operators. For the nonrelativistic Bose

gas these representations were given both for the time independent case [8, 9] and for the

time dependent one [10].

In this paper determinant representations of this kind are obtained for the distance,

time and temperature dependent two-point correlation functions of the XX0 Heisenberg

chain, both for the finite lattice and in the thermodynamical limit. In order to write

differential equations and to calculate their asymptotics, our further plan is to construct

and solve a matrix Riemann problem, similarly to the case of the nonrelativistic Bose gas

[5], [11]-[13] (see also Ref. [7]).

The XX0 chain is the isotropic case of the XY model [14], being also the free fermions

point for the XXZ chain. The Hamiltonian describing the nearest neighbour interaction

of local spins 1
2

situated at the sites of the one-dimensional lattice in a constant transverse

magnetic field h is

H(h) = −
M∑

m=1

[
σ(m)

x σ(m+1)
x + σ(m)

y σ(m+1)
y + hσ(m)

z

]
. (1.1)

The total number M of sites is supposed to be even and periodical boundary conditions,

σ(M+1)
s = σ(1)

s (s = x, y, z), are imposed. Pauli matrices are normalized as
(
σ(m)

s

)2
= 1.

The ferromagnetic state | 0〉 ≡ ⊗M
m=1 |↑〉m (all spins up) is an eigenstate of the Hamil-

tonian. All the other 2M − 1 eigenstates can be constructed by filling this ferromagnetic

state with N quasiparticles (N = 1, 2, ...,M) possessing quasimomenta pa (a = 1, 2, ..., N)

and energies ε(pa),

ε(p) ≡ ε(p, h) = −4 cos p+ 2h . (1.2)

Due to periodical boundary conditions, one has the following condition for the permitted

1



values of quasimomenta

eiMpa = (−1)N+1 , a = 1, ..., N . (1.3)

All the momenta of the quasiparticles in a given eigenstate should be different, so that,

e.g., forN = M , one gets in fact only one eigenstate (which is just the other ferromagnetic

state with all spins down, | 0′〉 = ⊗M
m=1 |↓〉m).

Due to the similarity transformation,

H(h) → H(−h) = UH(h)U−1; U =
M∏

m=1

σ(m)
x ,

| 0〉 → | 0′〉 = U | 0〉 , (1.4)

it is sufficient to consider only nonnegative magnetic fields, h ≥ 0. Furthermore the

choice of the minus sign at the r.h.s. of eq. (1.1) is just a matter of convenience due to

the property

H(h) → −H(−h) = V H(h)V −1; V =
M/2∏
m=1

σ(2m)
z .

The model in the thermodynamic limit (M → ∞, h fixed) is the most interesting.

For h ≥ hc ≡ 2, the ground state of the Hamiltonian is just the ferromagnetic state | 0〉.

For magnetic field smaller than the critical value, 0 ≤ h < hc, the ground state | Ω〉 is

obtained by filling the ferromagnetic state with quasiparticles possessing all the allowed

values of momenta inside the Fermi zone, −kF ≤ pa ≤ kF , where the Fermi momentum

kF is defined by the requirement ε(kF ) = 0:

kF = arccos

(
h

2

)
0 ≤ h < hc . (1.5)

In the thermodynamical limit (M →∞) the number N0 of quasiparticles in the ground

state is going to infinity, N0 → ∞, “density” D ≡ N0/M remaining fixed. At zero

magnetic field kF = π
2
, and there are M

2
quasiparticles in the ground state, magnetization

being equal to zero.

At non zero temperatures T > 0, the distribution of quasiparticles in the momentum

space is ϑ(p)/2π where ϑ(p) is the Fermi weight

ϑ(p) ≡ ϑ(p, h, T ) =
1

1 + exp
[

ε(p)
T

] . (1.6)
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Temperature and time dependent correlators of local spins σ(m)
s (t),

σ(m)
s (t) ≡ eiHtσ(m)

s e−iHt ,

σ(m)
s ≡ σ(m)

s (0) , s = x, y, z, (1.7)

are defined as usual,

g(T )
sr (m, t) ≡ 〈σ(n2)

s (t2)σ
(n1)
r (t1)〉T

=

=
Sp
{
exp[−H/T ]σ(n2)

s (t2)σ
(n1)
r (t1)

}
Sp {exp[−H/T ]}

. (1.8)

Due to translation invariance, the correlators depend only on differences,

m = n2 − n1, t = t2 − t1 . (1.9)

At zero temperature, only the ground state | Ω〉 contributes to the traces in (1.8):

g(0)
sr (m, t) ≡ 〈Ω | σ(n2)

s (t2)σ
(n1)
r (t1) | Ω〉

〈Ω | Ω〉
. (1.10)

In Ref. [14] the equal-time correlators (t = 0) of XY model (of which the XX0 model

is a particular case) were calculated at zero magnetic field (h = 0). The simple answer

for the correlator g(T )
zz (m, 0) of the third spin components was given; for the XX0 chain it

reduces in essential to the square modulus of the Fourier transform of the Fermi weight.

This result was generalized to the case of the time-dependent correlator with nonzero

transverse magnetic field [15]. Properties of correlator g(T )
zz were considered in much

detail [14]-[17]. Real systems for experimental comparisons were found [18].

On the contrary, correlators of the other local spin components are much more compli-

cated. In Ref. [14] these correlators (for the XY model at t = 0, h = 0) were represented

as the determinants of m × m matrices (m is the distance between correlating spins).

This representation was investigated in detail in [16] (see also [19]). In Ref. [20] the

structure of the time-dependent correlators was investigated on the basis of an extension

of the thermodynamic Wick theorem. In Ref. [2], a representation (different from the one

obtained below in this particular case) of the autocorrelator (m = 0, t 6= 0) in the trans-

verse Ising chain in critical magnetic field (closely related to correlators in the XX0 model
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at h = 0) were given as the Fredholm determinant of a linear integral operator. This

representation was used in [6] to produce differential equations for the autocorrelator.

In the present paper the time dependent correlators (see (1.8), (1.9) for notations;

σ
(m)
± ≡ 1

2
[σ(m)

x ± iσ(m)
y ])

g
(T )
+ (m, t) ≡ 〈σ(n2)

+ (t2)σ
(n1)
− (t1)〉T

, (1.11)

g
(T )
− (m, t) ≡ 〈σ(n2)

− (t2)σ
(n1)
+ (t1)〉T

, (1.12)

for the XX0 model in a transverse magnetic field are given (in the thermodynamical

limit) as Fredholm determinants of linear integral operators. These representations, dif-

ferent from those of paper [14], are similar to the representations of two-point correlators

previously obtained for the one-dimensional impenetrable Bose gas (see [8, 9] in the

equal-time case and [10] for time dependent correlators). In Ref. [21], the Fredholm

determinant representation for the time-independent generating functional of currents

in the sine-Gordon model at the free-fermion point was obtained. Representations of

this kind proved to be extremely useful in obtaining the integrable differential equations

for correlation functions in the case of the impenetrable Bose gas (the V Painlevé tran-

scendent in the equal time zero temperature case [1] and integrable partial differential

equations for time and temperature dependent correlation functions [4, 5]). In turn, this

fact allowed to construct exact asymptotics for the correlators [1, 12, 13]. Corresponding

results are expected to be obtained also for the XX0 chain.

The further contents of this paper is as follows. In Section 2 the detailed description

of the XX0 model on the finite lattice is given. In Section 3 the mean value of the gen-

erating functional of the equal-time third spin components correlators with respect to

any eigenfunction of the Hamiltonian is calculated. It is represented as the determinant

of a N × N matrix, N being the number of quasiparticles in the corresponding eigen-

state. The mean value of the time-dependent product of two third spin components on

a finite lattice is calculated in Section 4. In Section 5, form factors of operators σ
(m)
± (t)

(i.e. their matrix elements between eigenstates of the Hamiltonian) are represented as

determinants of N × N matrices. The representation of the normalized mean values of

products σ
(n2)
+ (t2)σ

(n1)
− (t1), σ

(n2)
− (t2)σ

(n1)
+ (t1), with respect to any eigenstate of the Hamil-
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tonian containing N quasiparticles, as the determinants of N × N matrices (for finite

M) are given in Section 6. In Section 7, these representations are proved. The answers

for the correlators in the thermodynamical limit (M →∞, h fixed) are given in Section

8 (for zero temperature) and in Section 9 (for non zero temperature). Some details in

performing the thermodynamical limit are considered in the Appendix.

2 The Model on the Finite Lattice

The Hamiltonian describing the XX0 model in transverse magnetic field was given in

(1.1):

H(h) = H0 − 2hSz . (2.1)

Here H0 describes the nearest neighbour interaction of spins 1
2

situated at the sites of the

lattice,

H0 = −
M∑

m=1

[σ(m)
x σ(m+1)

x + σ(m)
y σ(m+1)

y ] , (2.2)

and Sz is the third spin component of the total spin,

Sz =
1

2

M∑
m=1

σ(m)
z . (2.3)

The spaceH where these operators act is a tensor product of local spaces,H = ⊗M
m=1 H(m),

H(m) being the linear space C2 corresponding to the mth local spin spanned by the basis

vectors |↑〉m (spin up), |↓〉m (spin down)

σ(m)
z |↑〉m =|↑〉m ; σ(m)

z |↓〉m =|↓〉m ;

m〈↑|↑〉m = m〈↓|↓〉m = 1 ; m〈↑|↓〉m = 0 . (2.4)

Local spin operators σ(m)
p (p = x, y, z) with commutation relations[

σ(m)
p , σ(n)

q

]
= 2iδmnεpqrσ

(m)
r (2.5)

are Pauli matrices acting non trivially in H(m). The complete set of mutual eigenstates

of H(h) (H0) and Sz is obtained by applying lowering operators σ
(m)
− (as usual, σ

(m)
± =

1
2

[
σ(m)

x ± iσ(m)
y

]
) to the ferromagnetic state | 0〉 (all spins up):

| 0〉 = ⊗M
m=1 |↑〉m, ;

Sz | 0〉 =
M

2
| 0〉 ; H | 0〉 = −Mh | 0〉 . (2.6)
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The explicit form for the eigenfunctions of Hamiltonian (2.1) is well known, being just

the simplest case of eigenfunctions of the XXZ model [22] with the two-particle scattering

phases equal to zero. For the XX0 model they have the following form:

| ΨN({p})〉 ≡ | ΨN(p1, ..., pN)〉 = (2.7)

=
1√
N !

M∑
m1,...,mN

χ
N
({m} | {p}) σ(m1)

− ...σ
(mN )
− | 0〉 ,

with wave function χ
N

given as

χ
N
({m} | {p}) ≡ χ

N
(m1, ...,mN | p1, ..., pN) =

=
1√
N !

 ∏
1≤a<b≤N

ε(mb −ma)

 ·∑
Q

(−1)[Q] exp

[
i

N∑
a=1

mapQa

]
,(2.8)

where ε(m) is the sign-function, defined as

ε(m) =


1, m > 0 ;

−1, m < 0 ;

0, m = 0 .

(2.9)

The sum in (2.8) is taken over all the permutations of N numbers, Q : (1, 2, ..., N) →

(Q1, Q2, ..., QN); [Q] denotes the parity of the permutation.

Due to the periodical boundary conditions, quasimomenta pa (−π < pa ≤ π) satisfy

equations

exp [ipaM ] = (−1)N+1 , a = 1, ..., N , (2.10)

i.e., the permitted values for the momenta are

pa =
2π

M
na ,

na = −M
2

+ j , j = 1, 2, ...,M for N odd,

na = −M+1
2

+ j , j = 1, 2, ...,M for N even.
(2.11)

The sum over the permutations in (2.8) is just the Slater determinant. Hence wave

function χ
N

is symmetric in “coordinates” ma and antisymmetric in quasimomenta pa,

being equal to zero if some of the coordinates or momenta coincide. In particular, all

the momenta pa (a = 1, ..., N) of the quasiparticles in the eigenstate | Ψ
N
({p})〉 should

be different, otherwise the wave function is identically equal to zero (“Pauli principle”).
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E.g., for N = M only one eigenstate | ΨM〉 ≡ | 0′〉 = ⊗M
m=1 |↓〉m does exist, which is just

the other ferromagnetic state with all spins down.

Eigenvalues of operators H(h) and Sz for eigenstate | Ψ
N
({p})〉 are

H | ΨN({p})〉 =

(
N∑

a=1

ε(pa)

)
| ΨN({p})〉 ,

Sz | ΨN({p})〉 =
(
M

2
−N

)
| ΨN({p})〉 , (2.12)

with the one particle energy (“dispersion law”) given as

ε(p) = −4 cos p+ 2h . (2.13)

Eigenvectors (2.7) with different numbers of quasiparticles are orthogonal,

〈ΨN1 | ΨN2〉 = 0 , N1 6= N2 ,

as well as eigenvectors with the same number of particles, but different sets of momenta:

〈ΨN({p}) | ΨN({p})〉 = 0 , {p} 6= {p′} ;

(more exactly, this is valid if the set {p′} cannot be obtained from the set {p} by means

of permutations of quasimomenta pa). The normalization is given as

〈ΨN({p}) | ΨN({p′})〉 =

=
M∑

m1,...,mN=1

χ∗
N
(m1, ...,mN | p1, ..., pN) χ

N
(m1, ...,mN | p1, ..., pN) =

= MN . (2.14)

Let us discuss the dependence on the external magnetic field h. We consider the model

only in the case h ≥ 0 (which is sufficient, due to property (1.4)). For strong magnetic

fields, h ≥ hc ≡ 2, the ground state of the Hamiltonian is just the ferromagnetic state

| 0〉, with normalized mean value 〈σ(m)
z 〉 (magnetization) equal to one. For magnetic field

smaller than the critical value, 0 ≤ h < hc, the ferromagnetic state is not the ground

state. The ground state | Ω〉 in this case is constructed by filling the ferromagnetic state

with quasiparticles occupying all the permitted vacancies, see (2.11), in the Fermi zone,

−kF ≤ pa ≤ kF , where kF = arccos(h/2) is the Fermi momentum (1.5).

7



Magnetization σ
N

in the arbitrary eigenstate | Ψ
N
({p})〉 is easily computed to be

σ
N
≡ 〈σ(m)

z 〉
N

=
2

M
〈Sz〉N

=
〈ΨN({p}) | σ(m)

z | ΨN({p})〉
〈ΨN({p}) | ΨN({p})〉

= 1− 2N

M
. (2.15)

Let us conclude this Section by discussing the correspondence between the XX0 model

and free fermions on a one-dimensional lattice [14]. Introducing operator q̂n of the number

of quasiparticles at the nth site of the lattice,

q̂n =
1

2

(
1− σ(n)

z

)
= σ

(n)
− σ

(n)
+ , exp [2πiq̂n] = 1 , (2.16)

and the operator Q(m) of the number of quasiparticles in the first m sites,

Q(m) ≡
m∑

n=1

q̂n ; exp [2πiQ(m)] = 1 , (2.17)

one constructs fermionic fields ψ(m), ψ†(m) through the Jordan-Wigner transformation

[23]:

ψ(m) = exp [iπQ(m)] σ
(m)
+ ,

ψ†(m) = σ
(m)
− exp [iπQ(m)] , (2.18)

with the following anticommutation relations:{
ψ(m), ψ†(n)

}
≡ ψ(m)ψ†(n) + ψ†(n)ψ(m) = δmn ,

{ψ(m), ψ(n)} =
{
ψ†(m), ψ†(n)

}
= 0 .

Operators q̂n, Q(m) and σ
(m)
± may be rewritten in terms of the fermionic fields as

q̂n = ψ†(n)ψ(n) ; Q(m) =
m∑

n=1

ψ†(n)ψ(n) , (2.19)

and

σ
(m)
+ = exp [iπQ(m)] ψ(m) ,

σ
(m)
− = ψ†(m) exp [iπQ(m)] . (2.20)

It is therefore possible to express the Hamiltonian H0 (2.2) and the total spin Sz (2.3) in

terms of the fermionic fields:

H0 = −2
M∑

m=1

[
ψ†(m+ 1)ψ(m) + ψ†(m)ψ(m+ 1)

]
,

Sz =
M

2
−

M∑
m=1

ψ†(m)ψ(m) , (2.21)
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which indeed describe free fermions on the lattice (one should also take into account

that periodical boundary conditions in the XX0 model generate “a-cyclic” boundary

conditions for free fermions [14]). Hence the problem of computing correlation functions of

local operators, (as e.g. 〈σ(n2)
+ (t2)σ

(n1)
− (t1)〉) in the XX0 model is equivalent to calculating

correlators of “tailed” (“disordered”) operators (2.20) for free fermions.

In [14], the correspondence with free fermions was exploited to compute correlators.

Our calculations below are done directly in the frame of the XX0 model itself.

3 Normalized Mean Value of Operator exp [αQ(m)] on

the Finite Lattice

Let us consider the normalized mean value

〈exp [αQ(m)]〉
N
≡ 〈ΨN({p}) | exp [αQ(m)] | ΨN({p})〉

〈ΨN({p}) | ΨN({p})〉
. (3.1)

in the XX0 model on the finite periodical lattice with M sites. Here Q(m) (2.17) is the

operator of the number of quasiparticles in the first m sites of the lattice; α is a complex

parameter. The mean value (3.1) is taken with respect to some eigenstate | ΨN({p})〉 (2.7)

of Hamiltonian (2.1). As explained in the end of this Section, the quantity exp[αQ(m)]

defined in (3.1) generates equal-time mean values of products of operators σ(m)
z ; so it is

called “generating functional” for these mean values. The value of generating functional

(3.1) itself at α = −∞ has a clear physical meaning giving the probability that there are

no quasiparticles in the first m sites of the lattice in the eigenstate | Ψ
N
({p})〉.

The generating functional can be represented in the following explicit form:

〈exp [αQ(m)]〉
N

= det
N
M(m) . (3.2)

Here the r.h.s. is the determinant of the N×N matrix M≡M(m) with matrix elements

given by

(M)ab = δab

(
1 +

eα − 1

M
m
)

+ (1− δab)
eα − 1

M
·
sin m

2
(pa − pb)

sin 1
2
(pa − pb)

, a, b = 1, 2, ..., N ,

(3.3)
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where {p} = {p1, ..., pN}, pa = 2π
M
na is the set of quasimomenta (2.11) defining eigenstate

| Ψ({p})〉.

Let us explain how this expression for the generating functional is obtained. First,

using commutation relation

exp [αQ(m)] σ
(n)
− = ϕ(n,m)σ

(n)
− exp [αQ(m)] ,

ϕ(n,m) =

 1, n > m,

eα, n ≤ m,
(3.4)

and also equations (2.7), (2.4), as well as commutation relations (2.5) between the Pauli

matrices, one gets

〈exp [αQ(m)]〉
N

=
1

MN

M∑
m1,...,mN

χ∗(m1, ...,mN | p1, ..., pN) χ(m1, ...,mN | p1, ..., pN) ·

·ϕ(m1,m) ϕ(m2,m) ... ϕ(mN ,m) . (3.5)

Now one uses equation (2.8) for χ
N
, and performs explicitly the summations over

m1, ...,mN by means of formula

M∑
n=1

ein(pa−pb)ϕ(n,m) = (M + (eα − 1)m) δab + (1− δab)(e
α − 1)

eim(pa−pb) − 1

1− e−i(pa−pb)

with the result

〈exp [αQ(m)]〉
N

=
1

N !

∑
Q,Q′

(−1)[Q]+[Q′]
N∏

a=1

(
M̃
)

QaQ′
a

= det
N
M̃ , (3.6)

where the sum is taken over permutations Q, Q′ of N numbers. Matrix elements (M̃)ab

are

(
M̃
)

ab
= δab

(
1 +

eα − 1

M
m
)

+

+(1− δab)
eα − 1

M
· exp [im(pa − pb)]− 1

1− exp [−i(pa − pb)]
,

a, b = 1, ..., N.

Now it is easy to see that the determinants of matrices M̃ and M (3.3) are equal, the

matrices being similar. So one comes to representation (3.2) for the generating functional.
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Normalized mean values for operatorsQ(m) and q̂m can be derived from the generating

functional (3.1) as follows:

〈Q(m)〉
N

=
∂

∂α
〈exp [αQ(m)]〉

N

∣∣∣∣∣
α=0

=
Nm

M
;

〈q̂m〉N
= D1〈Q(m)〉

N
=
N

M
, (3.7)

where D1 is the “first lattice derivative” acting on functions f(m) as (D1f)(m) ≡ f(m)−

f(m− 1). Relation (2.15) is obviously reproduced for magnetization:

σ
N
≡ 〈σ(m)

z 〉
N

= 1− 2〈q̂m〉N
= 1− 2N

M
. (3.8)

For the mean value of operator Q2(m) we readily get

〈Q2(m)〉
N

=
∂2

∂α2
〈exp [αQ(m)]〉

N
|α=0 =

=
N(N − 1)

M2
m2 +

Nm

M
− 1

M2

N∑
a,b=1
a 6=b

sin2 m
2
(pa − pb)

sin2 1
2
(pa − pb)

. (3.9)

Using translation invariance one expresses normalized mean values 〈q̂m+1q̂1〉N
= 〈q̂n2 q̂n1〉N

(m ≡ n2 − n1) as

〈q̂n2 q̂n1〉N
=

1

2
D2〈Q2(m)〉

N
, m ≥ 2 ,

〈q̂n+1q̂n〉N
=

1

2
〈Q2(m = 2)〉

N
− 〈q̂n〉N

,

〈q̂2
n〉N

= 〈q̂n〉N
,

where D2 is the second derivative on the lattice acting on f(m) as (D2f)(m) = f(m +

1) + f(m − 1) − 2f(m). Using relation (2.16), q̂m = 1
2
(1 − σ(m)

z ) , one obtains for the

normalized mean value of the third spin components from (3.9):

〈σ(n2)
z σ(n1)

z 〉
N

= σ2
N
− 4

M2

∣∣∣∣∣
N∑

a=1

eimpa

∣∣∣∣∣
2

, m ≡ n2 − n1 6= 0 . (3.10)

4 Time-Dependent Normalized Mean Value of Op-

erator σz σz on the Finite Lattice

We consider here the simplest time-dependent two-point normalized mean value,

〈σ(n2)
z (t2)σ

(n1)
z (t1)〉N

≡ 〈ΨN({p}) | σ(n2)
z (t2)σ

(n1)
z (t1) | ΨN({p})〉

〈ΨN({p}) | ΨN({p})〉
. (4.1)
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Here

σ(n)
z (t) = exp [iHt]σ(n)

z (0) exp [−iHt] ,

σ(n)
z (0) ≡ σ(n)

z , (4.2)

is the Heisenberg time-dependent operator of the third spin component at the nth lattice

site; | Ψ
N
({p})〉 is any eigenfunction of the XX0 Hamiltonian (with periodical boundary

conditions) parametrized by quasimomenta pa (a = 1, ..., N), see (2.7)-(2.9). The result

of calculating mean value (4.1) is

〈σ(n2)
z (t2)σ

(n1)
z (t1)〉N

= σ2
N
− 4

M2

∣∣∣∣∣
N∑

a=1

exp [impa − itε(pa)]

∣∣∣∣∣
2

+

+
4

M2

(
N∑

a=1

exp [−impa + itε(pa)]

)
·

 M∑
j=1

exp [imqj − itε(qj)]

 ,

m ≡ n2 − n1 ; t ≡ t2 − t1 . (4.3)

Here σ
N

= 1 − 2N
M

is the magnetization (2.15), and ε(p) = −4 cos p + 2h is the energy

(1.2) of a quasiparticle. The last sum over j in (4.3) is taken over all the allowed values

qj =
2π

M

(
−M

2
− 1

4

[
1 + (−1)N

]
+ j

)
, j = 1, ...,M , (4.4)

of quasimomenta. It should be noted that for t = 0, m 6= 0 the sum over j in (4.3) is

equal to zero, so that the equal-time correlator (3.10) is reproduced. As mentioned in

Introduction, the zz correlations were already studied in Ref. [14, 15]. Here we present

the derivation of eq. (4.3) directly in the frame of the XX0 model.

Let us explain briefly the derivation of formula (4.3). Inserting in the r.h.s. of eq.

(4.1) the complete set of N -quasiparticle normalized eigenstates,

| Ψ
N
({q}) 〉〈 Ψ

N
({q}) |

〈Ψ
N
({q}) | Ψ

N
({q})〉

, (4.5)

(since operators σ(n)
z does not change the number of quasiparticles, only states with N

quasiparticles do contribute) and taking into account normalization (2.14), one gets

〈σ(n2)
z (t2)σ

(n1)
z (t1)〉N

=
1

M2N

∑
{q}

Z∗
N
(n2, {q}, {p}) ZN

(n1, {q}, {p}) ·

· exp

{
−it

N∑
a=1

[ε(qa)− ε(pa)]

}
, (4.6)

t ≡ t2 − t1.

12



Here Z
N

is the time-independent form factor of operator σ(n)
z ≡ σ(n)

z (t = 0):

Z
N
(n1, {q}, {p}) ≡ 〈Ψ

N
({q}) | σ(n)

z | Ψ
N
({p})〉. (4.7)

The sum in (4.6) is taken over all the different eigenstates parametrized by different

momenta {q} = q1, ..., qN
. State | Ψ

N
({q})〉 is antisymmetric under permutations of

quasimomenta qa’s, and states | Ψ
N
({q})〉 and | Ψ

N
({q′})〉 differ at most in the sign if

set {q′} can be obtained from set {q} by permutations of momenta q. Such N ! states

are essentially the same, and only one of them (anyone, due to the symmetry in q’s of

expression (4.5)) should be inserted as intermediate state.

Using commutation relations (2.5) between Pauli matrices, the symmetry in argu-

ments m of wave function χ
N

(2.8), the fact that χ
N

= 0 if any two (or more) m’s

coincide, and relation σ(n)
z | 0〉 = | 0〉, one calculates for the form factor substituting

expressions (2.7) for the eigenstates:

Z
N
(n, {q}, {p}) ≡ 〈ΨN({q}) | σ(n)

z | ΨN({p})〉 =

=
M∑

m1,...,mN=1

χ∗
N
(m1, ...,mN ; {q}) χ

N
(m1, ...,mN ; {p}) (4.8)

−2N
M∑

m1,...,mN−1=1

χ∗
N
(m1, ...,mN−1, n; {q}) χ

N
(m1, ...,mN−1, n; {p}).

Using now the explicit form (2.8) of the eigenfunctions, one gets

Z
N
(n, {q}, {p}) =

1

N !

M∑
m1,...,mN=1

∑
Q′,Q

(−1)[Q]+[Q′] exp

[
−i

N∑
a=1

ma(qQ′
a
− pQa)

]
−

−2N

N !

M∑
m1,...,mN−1=1

∑
Q′,Q

(−1)[Q]+[Q′] exp
[
−in(qQ′

N
− pQN

)
]
·

· exp

[
−i

N−1∑
a=1

ma(qQ′
a
− pQa)

]
. (4.9)

It is to be mentioned that though, e.g., ε2(ma−mb) = 1−δma,mb
6= 1, terms proportional

to δma,mb
do not contribute, since the sums over permutations in (4.9) are equal to zero

at ma = mb, not depending on the value ε(0). The sums over ma may be performed

explicitly,

M∑
m=1

e−im(qa−pb) =

 M, qa = pb,

0, qa 6= pb,
(4.10)
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(periodical boundary conditions (2.10), eiMqa = eiMpb = (−1)N+1, should be taken into

account). It is therefore evident that the r.h.s. of (4.9) does not vanish only if sets {q}

and {p} differs at most in one momentum. In such cases, we obtain

Z
N
(n; p1, ..., pN

; p1, ..., pN
) = MN

(
1− 2N

M

)
, (4.11)

Z
N
(n; p1, ..., pN−1

, q; p1, ..., pN−1
, p) = −2MN−1e−in(q−p) , q 6= p . (4.12)

All the non zero form factors, being antisymmetric under permutations of q’s and per-

mutations of p’s, can be easily obtained from (4.11), (4.12) just by prescribing the corre-

sponding sign. Turning now to the normalized mean value (4.6) and taking into account

that the product Z∗
N
Z

N
is symmetrical under permutations of q’s and of p’s, being equal

to zero if any two q’s (or any two p’s) coincide, one gets

〈σ(n2)
z (t2)σ

(n1)
z (t1)〉N

=
(
1− 2N

M

)2

+ (4.13)

+
4

M2

N∑
a=1

M∑
j=1

qj 6=p1,...,pN

exp [im(qj − pa)− it[ε(qj)− ε(pa)]] .

Finally, taking into account that

M∑
j=1

qj 6=p1,...,pN

f(qj) =
M∑

j=1

f(qj)−
N∑

a=1

f(pa) , (4.14)

one comes immediately to representation (4.3).

5 Form factors of Operators σ± on the Finite Lattice

In this Section form factors of operators σ
(m)
± (t),

σ
(m)
± (t) = eiHt σ

(m)
± e−iHt .

i.e. their matrix elements between eigenstates of Hamiltonian (2.1) are calculated. This

is, in particular, necessary to calculate the corresponding correlators. Form factors are

defined as

F
N
(m, t, {q}, {p}) ≡ 〈ΨN+1({q}) | σ(m)

− (t) | ΨN({p})〉 , (5.1)

G
N
(m, t, {p}, {q}) ≡ 〈ΨN({p}) | σ(m)

+ (t) | ΨN+1({q})〉 . (5.2)
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The form factors F
N
, G

N
are related by complex conjugation,

F ∗
N
(m, t, {q}, {p}) = G

N
(m, t, {p}, {q}) , (5.3)

so that in the following only form factor FN is considered. In the previous formulae,

{q} = q1, ..., qN+1
(dim{q} = N + 1) and {p} = p1, ..., pN

(dim{p} = N) are the sets

of different quasimomenta parametrizing eigenvectors | ΨN+1〉 and | ΨN〉 (if dim{q} 6=

dim{p}+ 1, then the form factors are equal to zero). It should be emphasized that, due

to periodical boundary conditions (2.10)

eiMqa = (−1)N , eiMpb = (−1)N+1 , (5.4)

quasimomenta qa and pb never coincide.

Form factor F
N

(5.1) can be represented (up to the factor obvious from translational

invariance) as the determinant of a N ×N matrix, namely

F
N
(m, t, {q}, {p}) = iN exp

[
−im{

N+1∑
a=1

qa −
N∑

b=1

pb}+ it{
N+1∑
a=1

ε(qa)−
N∑

b=1

ε(pb)}
]
·

·FN({q}, {p}) ,

F
N
({q}, {p}) = F∗

N
({q}, {p}) , (5.5)

where function FN does not depend on m, t, and can be represented as the determinant

FN({q}, {p}) =

(
1 +

∂

∂z

)
det

N
A(z)

∣∣∣∣∣
z=0

=

= det
N
A(z = 1) . (5.6)

Here A(z) is a N×N matrix with elements depending linearly on the complex parameter

z:

A(z) ≡ A(1) − zA(2) ,

A
(1)
ab = cot

1

2
(qa − pb) , (5.7)

A
(2)
ab = cot

1

2
(q

N+1
− pb) , a, b = 1, ..., N .

All the rows of matrix A(2) being the same, the rank of this matrix is equal to one. Hence,

det
N
A(z) is itself a linear function of z. For generic linear functions f(z), the following
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obvious relation holds[
1 +

∂

∂z

]
f(z)

∣∣∣∣∣
z=0

= f(1) , f(z) = a+ bz , (5.8)

so that the second equation in (5.6) is evident.

Let us explain briefly the derivation of representation (5.6), which is similar to the

one of paper [10] for the nonrelativistic Bose gas. Starting from definition (5.1) and using

explicit expression (2.7), (2.8) for the eigenfunctions involved, one gets for the form factor

F
N
· exp

(
[−it[

N+1∑
a

ε(qa)−
N∑

b=1

ε(pb)]

)
=

=
√
N + 1

M∑
m1,...,m

N
=1

χ∗
N+1

(m1, ...mN
,m | {q}) χ

N
(m1, ...,mN | {p}) =

=
1

N !

M∑
m1,...,mN=1

∑
Q,P

(−1)[Q]+[P ] exp
[
−imq

QN+1

] N∏
b=1

ε(m−mb) ·

· exp

[
−i

N∑
a=1

(qQa − pPa)

]
. (5.9)

Here Q: (1, ..., N + 1) → (Q1, ..., QN+1
) and P : (1, ..., N) → (P1, ..., PN

) are all the

permutations of N + 1 and N numbers, respectively. The summations over mi’s are

performed explicitly by means of the formula

M∑
n=1

ε(m− n) e−in(qa−pb) = i cot
1

2
(qa − pb) · e−im(qa−pb) , (5.10)

(relation eiM(qa−pb) = −1, following from periodical boundary conditions (5.4) should be

taken into account). Moreover, noticing that the form factor is antisymmetric under

permutations of quasimomenta pb, one gets

F
N

= iN exp

[
−im[

N+1∑
a=1

qa −
N∑

b=1

pb] + it[
N+1∑
a=1

ε(qa)−
N∑

b=1

ε(pb)]

]
· F

N
({q}, {p}) , (5.11)

with

F
N
({q}, {p}) =

∑
Q

(−1)[Q]
N∏

a=1

cot
1

2
(qQa − pa) , (5.12)

(the permutations of pa’s have been summed over, cancelling the factor 1
N !

in (5.9)). The

sum in the r.h.s. is just the determinant of the (N + 1)× (N + 1) matrix B:

FN({q}, {p}) = det
N+1

B ; (5.13)

Bab = cot
1

2
(qa − pb) , a = 1, ..., N + 1,

Ba,N+1 = 1 , b = 1, ..., N ;
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Subtracting the last row of matrix B from the first N rows (which does not change the

value of the determinant) and then expanding the determinant of the obtained (N +

1)× (N + 1) matrix in the elements of the (N + 1)th column, we come exactly to to the

determinant of the N ×N matrix A(z = 1) defined in (5.7):

det
N+1

B = det
N
A(z = 1) , (5.14)

so that representation (5.6) for the form factor is proved.

Let us conclude by mentioning a useful property of representation (5.6): it is possible

to introduce a complex parameter into the r.h.s. of (5.6) without changing the result.

Let us define matrix Ã(z, c) with matrix elements

Ãab(z, c) ≡ Aab(z) + c(1− z) , c ∈ C . (5.15)

It is obvious that det
N
Ã(z, c) is a linear function of z, and moreover, that

det
N
Ã(z = 1, c) = det

N
A(z = 1) , (5.16)

so that we can also write for FN :

FN({q}, {p}) =

[
1 +

∂

∂z

]
det

N
Ã(z, c)

∣∣∣
z=0

= det
N
Ã(z = 1, c) , (5.17)

(the r.h.s does not in fact depend on c). The possibility of introducing this arbitrary

parameter c is related to the possibility of prescribing any value ε(0) for function ε(m)

in (2.9), (5.10) without changing the final results of calculations. This is a consequence

of the fact that wave function χ defined in (2.8) is equal to zero if mj = mk (j 6= k) for

any choice of the value ε(0).

6 Time Dependent Normalized Mean Values of Prod-

ucts of Operators σ+, σ− on the Finite Lattice

In this Section the determinant representations for the normalized mean values of the

product of local operators σ
(m)
+ , σ

(n)
− on the finite lattice are given. These representations

are proved in the next Section.
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Let us consider first the normalized mean value

〈σ(n2)
+ (t2)σ

(n1)
− (t1)〉N

≡ 〈ΨN({p}) | σ(n2)
+ (t2)σ

(n1)
− (t1) | ΨN({p})〉

〈ΨN({p}) | ΨN({p})〉
(6.1)

with respect to some eigenfunction | ΨN({p})〉 of the XX0 Hamiltonian (2.1). Due to

translational invariance this quantity depends only on relative distance m = m2 − m1

and time t = t2 − t1. It is also easily seen that

〈σ(n1)
+ (t1)σ

(n2)
− (t2)〉N

= 〈σ(n2)
+ (t2)σ

(n1)
− (t1)〉∗N , (6.2)

so that in the following it is sufficient to consider mean value (6.1) in region m ≥ 0,

−∞ < t < +∞.

The following representation is obtained in the next Section for quantity (6.1):

〈σ(n2)
+ (t2)σ

(n1)
− (t1)〉N

= e−2iht

[
g(m, t) +

∂

∂z

]
det

N

[
S − zR(+)

]∣∣∣
z=0

=

= e−2iht
{
[g(m, t)− 1] det

N
S + det

N

[
S −R(+)

]}
, (6.3)

Here matrix elements of N ×N matrices S = S(m, t, {p}) and R(+) = R(+)(m, t, {p}) are

Sab = δab d(m, t, pa) exp [−impa − 4it cos pa] +

+ (1− δab)
e+(m, t, pa)e−(m, t, pb)− e−(m, t, pa)e+(m, t, pb)

M tan 1
2
(pa − pb)

−

− 1

M
g(m, t)e−(m, t, pa)e−(m, t, pb) ; (6.4)

R
(+)
ab =

1

M
e+(m, t, pa)e+(m, t, pb) . (6.5)

Functions e± are defined as

e−(m, t, pa) ≡ exp
[
−im

2
pa − 2it cos pa

]
,

e+(m, t, pa) ≡ e−(m, t, pa)e(m, t, pa) , (6.6)

and functions g, e, d are given as the sums:

g(m, t) ≡ 1

M

∑
q

exp [imq + 4it cos q] , (6.7)

e(m, t, pa) ≡ 1

M

∑
q

exp [imq + 4it cos q]

tan 1
2
(q − pa)

, (6.8)

d(m, t, pa) ≡ 1

M2

∑
q

exp [imq + 4it cos q]

sin2 1
2
(q − pa)

, (6.9)
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Let us explain notations in more detail. Momenta pa (a = 1, ..., N) are the momenta

of quasiparticles in state | ΨN({p})〉 satisfying equations

eiMpa = (−1)N+1 , −π < pa ≤ π ,

pa =


2π
M

(
−M+1

2
+ na

)
, N even,

2π
M

(
−M

2
+ na

)
, N odd,

(6.10)

na = 1, ...,M , a = 1, ..., N .

The sums over q’s are taken over all the permitted values of momenta of quasiparticles

in a (N + 1)-particle state, i.e,

∑
q

f(q) ≡
M∑

j=1

f(qj) , (6.11)

where momenta qj satisfy equations

eiMqj = (−1)N+2 ,

qj =


2π
M

(
−M

2
+ j

)
, N even,

2π
M

(
−M+1

2
+ j

)
, N odd,

(6.12)

j = 1, ...,M .

Due to (6.10), (6.12), qj never coincide with any of pa’s, so that the sums (6.7)-(6.9) are

well defined.

The rank of matrix R(+) being equal to one, the first determinant in (6.3) is a linear

function of z, and due to property (5.8) the second equality in (6.3) is obvious.

Representation (6.3) is simplified in the equal-time case (t = 0), where functions g, e,

d can be computed explicitly:

g(m, 0) = δm,0 , (m = 0, 1, ...,M − 1)

e(m, 0, pa) = i (1− δm,0) e
impa , (6.13)

d(m, 0, pa) =
(
1− 2m

M

)
eimpa .

Then for m = 0 one reproduces the obvious answer

〈σ(m)
+ σ

(m)
− 〉

N
=

1

2
+

1

2
〈σ(m)

z 〉
N

= 1− N

M
. (6.14)
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For m > 0 the equal-time mean value is represented as follows:

〈σ(n2)
+ σ

(n1)
− 〉

N
=

∂

∂z
det

N

[
s+ zr(+)

]∣∣∣
z=0

=

= det
N

[
s+ r(+)

]
− det

N
[s] , m > 0 , (6.15)

where matrix elements of N ×N matrices s and r(+) are

sab = δab

(
1− 2m

M

)
− 2

M
(1− δab)

sin m
2
(pa − pb)

tan 1
2
(pa − pb)

, (6.16)

r
(+)
ab =

1

M
e

im
2

(pa+pb) , (6.17)

Analogous representations are valid also for mean value 〈σ(n2)
− (t2)σ

(n1)
+ (t1)〉N

; as

〈σ(n1)
− (t1)σ

(n2)
+ (t2)〉N

= 〈σ(n2)
− (t2)σ

(n1)
+ (t1)〉∗N , (6.18)

it is again considered in region m ≥ 0, −∞ < t ≡ (t2− t1) < +∞. In the time-dependent

case, one has

〈σ(n2)
− (t2)σ

(n1)
+ (t1)〉N

= e2iht ∂

∂z
det

N

[
S + zR(−)

]∣∣∣
z=0

=

= e2iht
{
det

N

[
S +R(−)

]
− det

N
[S]
}
, m ≥ 0 , (6.19)

where N × N matrix S is just the same as in (6.3), (6.4) and the matrix elements of

N ×N matrix R(−) are given as

R
(−)
ab =

1

M
e−(m, t, pa)e−(m, t, pb) , (6.20)

function e− being defined in (6.6). In the equal-time case, the obvious relations

〈σ(m)
− σ

(m)
+ 〉

N
=

1

2
− 1

2
〈σ(m)

z 〉
N

=
N

M
(6.21)

and

〈σ(n2)
− σ

(n1)
+ 〉

N
= 〈σ(n1)

+ σ
(n2)
− 〉

N
= 〈σ(n2)

+ σ
(n1)
− 〉∗

N
(n2 > n1) (6.22)

are reproduced.

So the determinant representations for time-dependent (and equal-time) normalized

mean values of products of operators σ+, σ− on the finite lattice are given.

To conclude this Section let us discuss the relation of the determinant representation

(6.15) for the equal-time normalized mean value of operators σ+, σ− to representation
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(3.2) for the normalized mean value of operator exp [αQ(m)]. Due to formulae (2.18)

transforming the XX0 model to the free fermion model on a lattice, it is quite natural to

expect that equal-time correlator (6.15) could be expressed in terms of the first minors

of matrix M(m − 1) entering representation (3.2), with parameter α set equal to iπ.

In fact, as shown in the next Section, due to the possibility of introducing an arbitrary

parameter c into the determinant representation of the form factors (see (5.17)), we can

also rewrite representation (6.15) as

〈σ(n2)
+ σ

(n1)
− 〉

N
=
∂

∂z
det

N

[
s̃+ zr(+)

]∣∣∣
z=0

, m ≡ n2 − n1 > 0 , (6.23)

with the same matrix r(+) (6.17) and

s̃ab = sab +
ic1
M
e−

im
2

(pa−pb) +
ic2
M
e

im
2

(pa−pb) (6.24)

(the r.h.s. of (6.23) does not depend on arbitrary complex parameters c1, c2). Chosing,

e.g., c1 = c2 = −i one gets

s̃ab = δab

[
1− 2(m− 1)

M

]
− 2

M
(1− δab)

sin m−1
2

(pa − pb)

sin 1
2
(pa − pb)

, (6.25)

which are exactly the matrix elements of matrixM(m−1) appearing in (3.2) after setting

α = iπ.

7 Derivation of Representations for Time Dependent

Mean Values of σ+, σ− on the Finite Lattice

In this Section representations (6.3) and (6.19) for the normalized mean values of opera-

tors σ+σ− and σ−σ+ are proved. We begin with the normalized mean value (6.1) inserting

the complete set of states | ΨN+1({q})〉 between operators σ
(n2)
+ (t2) and σ

(n1)
− (t1). Taking

into account the normalization (2.14) of eigenstates and representation (5.5) for form

factors (5.1)-(5.3), we readily get

〈σ(n2)
+ (t2)σ

(n1)
− (t1)〉N

=
1

M2N+1

∑
{q}

exp

[
im(

N+1∑
1

qa −
N∑
1

pb)− it(
N+1∑

1

ε(qa)−
N∑
1

ε(qb))

]
·

·F2
N
({q}, {p}) . (7.1)
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Here ε(p) = −4 cos p + 2h is the energy of quasiparticles and the sum is taken over all

the different sets of momenta {q} = q1, ..., qN+1 of intermediate states (similarly to the

summation in (4.6)). As the expression under the sum is symmetric under permutations

of q’s (being equal to zero whenever two of the q’s coincide), one can change the sum in

(7.1) for the sum over all the permitted values of each qa:

∑
{q}

−→ 1

(N + 1)!

∑
q1

...
∑

qN+1

, (7.2)

where the sum over qa’s (a = 1, ..., N + 1) is to be understood as in (6.11):

∑
qa

f(qa) =
M∑

j=1

f
(
(qa)j

)
(7.3)

and permitted values (qa)j
(the same for each qa) are given by (6.12).

Let us now use representation (5.12)

F
N
({q}, {p}) =

∑
Q

(−1)[Q]
N∏

a=1

cot
1

2
(qQa − pa) ,

for one of the two form factors F
N

in (7.1). As in (7.1) there is the sum over all the

qa’s, and form factor F
N
({q}, {p}) is antisymmetrical under permutations of qa’s (a =

1, ..., N+1), the sum over permutations Q: (1, ..., N+1) → (Q1, ..., QN+1) can be written

as ∑
Q

(−1)[Q]
N∏

a=1

cot
1

2
(qQa − pa) −→ (N + 1)!

N∏
a=1

cot
1

2
(qa − pa)

without changing the l.h.s. of (7.1).

Now using representation (5.6)

F
N
({q}, {p}) =

[
1 +

∂

∂z

]
det

N
A(z)|z=0

for the remaining factor F
N

and taking into account that det
N
A(z) is a linear function

of z, one rewrites (7.1) as

〈σ(n2)
+ (t2)σ

(n1)
− (t1)〉N

= exp

[
−2iht− 4it

N∑
b=1

cos pb − im
N∑

b=1

pb

]
·

·
∑
q1

...
∑

qN+1

{
1

M
exp [4it cos qN+1 + imqN+1] +

∂

∂z

}
·

·det
N
U(z)|z=0 , (7.4)
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where the N ×N matrix U(z) is given as

U(z) = U (1) − z

M
U (2) ,

U (1)
ab =

1

M2
exp [4it cos qa + imqa] cot

1

2
(qa − pa) cot

1

2
(qa − pb) ,

U (2)
ab =

1

M2
exp [4it cos qa + imqa] exp [4it cos qN+1 + imqN+1] ·

· cot
1

2
(qa − pa) cot

1

2
(q

N+1
− pb) . (7.5)

It should be noted that the rank of matrix U (2) is equal to one (all its rows are proportional

to each other); hence det
N
U(z) is a linear function of z.

Let us consider now summation in q
N+1

in (7.4). As det
N
U(z = 0) does not contain

q
N+1

(all the dependence on q
N+1

is in matrix U (2)), one has

1

M

∑
q
N+1

exp
[
4it cos q

N+1
+ imq

N+1

]
det

N
U(z)

∣∣∣∣∣∣
z=0

= g(m, t)det
N
U(z)|z=0 , (7.6)

with function g(m, t) defined in (6.7). On the other hand, using the fact that the rank

of matrix U (2) is equal to one, we conclude that

∑
qN+1

∂

∂z
det

N
U(z) =

∂

∂z
det

N

[
U (1) − z

M
Ũ (2)

]
, (7.7)

where matrix U (1) is just the same as in (7.5) and

Ũ (2)
ab =

1

M
exp [4it cos qa + imqa] cot

1

2
(qa − pa) e(m, t, pb) (7.8)

with function e(m, t, pb) defined in (6.8). So the summation over q
N+1

can be done “inside”

the determinant.

The summations over the remaining qa’s (a = 1, ..., N) can be also reduced to the

summations of matrix elements of U(z), because momentum qa enters only the ath row

of this matrix. Therefore one comes to the following expression:

〈σ(n2)
+ (t2)σ

(n1)
− (t1)〉N

= exp

[
−2iht− 4it

N∑
b=1

cos pb − im
N∑

b=1

pb

]
·

·
[
g(m, t) +

∂

∂z

]
det

N

[
Ũ (1) − zR

]∣∣∣
z=0

, (7.9)
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with

Ũ (1)
ab =

1

M2

∑
q

exp [imq + 4it cos q] cot
1

2
(q − pa) cot

1

2
(q − pb) , (7.10)

Rab =
1

M
e(m, t, pa)e(m, t, pb) . (7.11)

The diagonal elements of matrix Ũ (1) can be written as

Ũ (1)
aa = d(m, t, pa)−

1

M
g(m, t) , (7.12)

with function d(m, t, pa) defined in (6.9). Taking into account the identity

cot
1

2
(q − pa) cot

1

2
(q − pb) = cot

1

2
(pa − pb)

[
cot

1

2
(q − pa)− cot

1

2
(q − pb)

]
− 1 ,

off-diagonal elements of matrix Ũ (1) turn out to be:

Ũ (1)
ab =

1

M

1

tan 1
2
(pa − pb)

[e(m, t, pa)− e(m, t, pb)]−
1

M
g(m, t) . (7.13)

Let us now “insert” the exponential factor in the r.h.s. of (7.9) inside the determinant;

this means to multiply the ath row by

exp
[
−im

2
pa − 2it cos pa

]
,

and the bth column by

exp
[
−im

2
pb − 2it cos pb

]
.

Taking into account definition (6.6) of functions e+, e−, one comes just to representation

(6.3), which is thus proved.

It is to be mentioned that instead of representations (5.6) and (5.12) for the form

factors in (7.1), one can also use representation (5.17)

F
N
({q}, {p}) =

[
1 +

∂

∂z

]
det

N
A(z, c1)|z=0

for one of them, and the form analogous to (5.12)

F
N
({q}, {p}) =

∑
Q

(−1)[Q]
N∏

a=1

[
cot

1

2
(qQa − pa) + c2

]
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for the other one; here c1, c2 are arbitrary complex constants; the answer, of course, does

not depend on c1, c2. This alternative procedure gives, instead of (6.3), the following

representation

〈σ(n2)
+ (t2)σ

(n1)
− (t1)〉N

= e−2iht

[
g(m, t) +

∂

∂z

]
·

· det
N

[
S̃(c1, c2)− zR̃(+)(c1, c2)

]∣∣∣
z=0

, (7.14)

where matrix elements of N ×N matrices S̃, R̃(+) are

S̃ab(c1, c2) = Sab +
c1
M
e+(m, t, pa)e−(m, t, pb) +

c2
M
e−(m, t, pa)e+(m, t, pb) +

+
c1c2 − 1

M
g(m, t)e−(m, t, pa)e−(m, t, pb) ;

R̃
(+)
ab (c1, c2) =

1

M
[e+(m, t, pa) + c2e−(m, t, pa)g(m, t)] ·

· [e+(m, t, pb) + c1e−(m, t, pb)g(m, t)] ·

where Sab = S̃ab(0, 0) is given by (6.4). For t = t2 − t1 = 0 and m = n2 − n1 > 0 (since

then g(m, t = 0) = 0) one gets just representation (6.23) for the equal-time correlator.

Let us now consider the other normalized mean value:

〈σ(n2)
− (t2)σ

(n1)
+ (t1)〉N

=
〈Ψ

N
({p}) | σ(n2)

− (t2)σ
(n1)
+ (t1) | ΨN

({p})〉
〈Ψ

N
({p}) | Ψ

N
({p})〉

,

m ≡ n2 − n1 ≥ 0; −∞ < t ≡ t1 − t2 < +∞. (7.15)

Inserting the complete set of N − 1-particle states | Ψn−1({q})〉 ({q} = q1, ..., qN−1
) and

using representation (5.5) for the appearing form factors, one gets

〈σ(n2)
− (t2)σ

(n1)
+ (t1)〉N

=
1

M2N−1

∑
{q}

exp

[
−im(

N∑
1

pa −
N−1∑

1

qb) + it(
N∑
1

ε(pa)−
N−1∑

1

ε(qb))

]
·

·F2
N−1

({p}, {q}) . (7.16)

It is to be emphasized that now the number of external momenta pa (a = 1, ..., N) is

larger than the number of intermediate (summed over) momenta qb (b = 1, ..., N − 1);

hence the order of arguments in F
N
({p}, {q}). The sum over different sets {q} in (7.16)

can be changed (analogously to (7.2)) to independent sums over all the permitted values

of each qa: ∑
{q}

−→ 1

(N − 1)!

∑
q1

...
∑

qN−1

. (7.17)
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Representing form factor F
N−1

({p}, {q}) by means of (5.12),

F
N−1

({p}, {q}) =
∑
Q

(−1)[Q]
N−1∏
a=1

cot
1

2
(pQa − qa) , (7.18)

(where the sum is now over permutations Q: (1, ..., N) → (Q1, ..., QN)) one represents

(7.16) as

〈σ(n2)
− (t2)σ

(n1)
+ (t1)〉N

=
1

M2N−1(N − 1)!
exp

[
2iht− im

N∑
1

pa − 4it
N∑
1

cos(pa)

]
·

·
∑
P,Q

(−1)[P ]+[Q]
N−1∏
a=1

S(pQa , pPa ,m, t) . (7.19)

Here function S is introduced,

S(pa, pb,m, t) ≡
∑
q

exp [imq + 4it cos q] cot
1

2
(q − pa) cot

1

2
(q − pb) ;

S(pa, pa,m, t) = M2d(m, t, pa)−Mg(m, t) , (7.20)

S(pa, pb,m, t) =
M

tan 1
2
(pa − pb)

[e(m, t, pa)− e(m, t, pb)]−Mg(m, t) , if a 6= b ,

with functions g, e, d defined in (6.7)-(6.9). The sum over P , Q in (7.19) is the sum over

all the permutations, P : (1, ..., N) → (P1, ..., PN) and Q: (1, ..., N) → (Q1, ..., QN). It is

not difficult to notice that this sum is just the sum of all the first minors (multiplied by

(N − 1)!) of N ×N matrix S̃ with matrix elements

S̃ab ≡ S(pa, pb,m, t) , (7.21)

and can therefore be represented in the form

∑
P,Q

(−1)[P ]+[Q]
N−1∏
a=1

S(pQa , pQb
,m, t) = (N − 1)!

∂

∂z
det

N

[
S̃ + z̃

]∣∣∣∣∣
z=0

. (7.22)

Here all the elements of matrix z̃ are the same:

z̃ab = z , (7.23)

(z is as usual a complex parameter) so that in fact det
N

[
S̃ + z̃

]
is a linear function of z.

Representing now the sums over permutations in (7.19) by means of (7.22) one easily

transform the representation obtained just to the form (6.19) which is hence proved.
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8 Correlators in the Thermodynamic Limit; the Case

of Zero Temperature

The most interesting from the physical point of view are correlators of the model in the

thermodynamical limit where the total number M of sites of the lattice goes to infinity,

M → ∞. In this Section the thermodynamical limit at zero temperature is discussed,

correlators being defined as the normalized mean values of corresponding operators with

respect to the ground state of the model (see (1.10)).

The ground state | ΩM〉 for fixed magnetic field h (0 ≤ h < hc ≡ 2, see discussion

in Section 2) is obtained by filling with quasiparticles all the permitted vacancies with

momenta pa inside the Fermi zone, −kF ≤ pa ≤ kF , where kF is the Fermi momentum

(1.5) kF = arccos(h/2). In the thermodynamical limit the permitted values of momenta

corresponding to the ground state fill the whole interval [−kF , kF ], with the number of

quasiparticles in the ground state, N = Mk
F
/π, see (2.11), going to infinity. However,

density D = N
M

= kF

π
of quasiparticles in the ground state remains finite, the magnetiza-

tion 〈σz〉 being (see (2.15)):

〈σz〉 = 〈σ(m)
z 〉 = 1− 2D = 1− 2kF

π
. (8.1)

Let us consider first the thermodynamical limit of generating functional (3.1)

〈exp [αQ(m)]〉 =
〈Ω | exp [αQ(m)] | Ω〉

〈Ω | Ω〉
, (8.2)

where | Ω〉 is the ground state in the limit: | Ω〉 = limM→∞ | ΩM〉, magnetic field h

being fixed. Taking the corresponding limit in formula (3.2) one comes to the following

representation for the generating functional:

〈exp [αQ(m)]〉 = det(Î + γM̂)
∣∣∣
γ=eα−1

(8.3)

In the r.h.s. there is the Fredholm determinant of linear integral operator M̂(m) acting

on functions f(p) on interval [−kF , kF ] according to the rule:

(M̂f)(p) =
1

2π

∫ kF

−kF

dq M(p, q)f(q) (8.4)
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with kernel M(p, q) given as

M(p, q) =
sin m

2
(p− q)

sin 1
2
(p− q)

, (8.5)

Operator Î in (8.3) is the unit operator, with kernel 2πδ(p− q).

To derive this representation one has to notice that N × N matrix M in (3.2) acts

on arbitrary N-component vector fa (a = 1, ..., N) as follows

(M(m)f)a = fa +
γm

M
fa +

γ

M

N∑
b=1
b6=a

sin m
2
(pa − pb)

sin 1
2
(pa − pb)

fb ,

γ ≡ eα − 1 . (8.6)

In the thermodynamical limit, due to (2.11), one should replace the sum by the integral

1

M

N∑
a=1

−→ 1

2π

∫ kF

−kF

dq (8.7)

coming just to (8.3) (the second term in the r.h.s. of (8.6) is included naturally to

operator M̂(m)). Let us also mention that for α = −∞ (γ = −1) the generating

functional possesses a clear physical meaning giving the probability P (m) for all spins in

an interval of length m to be up in the ground state (i.e. that there are no quasiparticles

on this interval):

P (m) = 〈exp [αQ(m)]〉α=−∞ = det(Î − M̂) . (8.8)

Let us consider now the time-dependent correlator

g(0)
zz (m, t) ≡ 〈σ(n2)

z (t2)σ
(n1)
z (t1)〉 ≡

〈Ω | σ(n2)
z (t2)σ

(n1)
z (t1) | Ω〉

〈Ω | Ω〉
, (8.9)

in the thermodynamical limit. Replacing sums over a (a = 1, ..., N) in formula (4.3) with

integrals over the Fermi zone, as in (8.7), and sum over all the particles j (j = 1, ...,M)

as
M∑

j=1

−→ 1

2π

∫ π

−π
dq , (8.10)

one gets

g(0)
zz (m, t) = 〈σz〉2 −

1

π2

∣∣∣∣∣
∫ kF

−kF

dp exp [imp+ 4it cos p]

∣∣∣∣∣
2

+ (8.11)

+
1

π2

∫ kF

−kF

dp exp [−imp− 4it cos p]
∫ π

−π
dq exp [imq + 4it cos q] ,
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where m = m2 −m1, t = t2 − t1, and 〈σz〉 is the magnetization (8.1); explicit expression

(1.2) for the energy, ε(p) = −4 cos p+2h, has been taken into account. This last result has

already been obtained from a different procedure in [15]. In the equal-time case (t = 0),

the last integral is equal to zero for m 6= 0, while the other ones can be calculated

explicitly, reproducing the well known answer

〈σ(n2)
z σ(n1)

z 〉 = 〈σz〉2 −
4

π2

sin2mkF

m2
, m ≡ n2 − n1 6= 0 . (8.12)

Let us turn now to correlators of operators σ+, σ−, considering first correlator (1.11)

g
(0)
+ (m, t) ≡ 〈σ(n2)

+ (t2)σ
(n1)
− (t1)〉 , (8.13)

where as usual m = n2 − n1, t = t2 − t1. Due to the relations

g
(0)
+ (m, t) = g

(0)
+ (−m, t) =

[
g

(0)
+ (−m,−t)

]∗
, (8.14)

it is sufficient to consider the region

m ≥ 0 , t ≥ 0 . (8.15)

The determinant representation for this correlator is obtained by performing the ther-

modynamical limit in representation (6.3) for finite number M of sites; the ground state

of the model at finite M should be taken as state | ΨN({p})〉 with respect to which the

mean value is taken in eq. (6.1), (6.3).

As shown in Appendix, functions g, e, d (6.7)-(6.9) entering the representation for

the finite lattice should be changed to functions G, E, D, respectively, in the thermody-

namical limit:

G(m, t) =
1

2π

∫ π

−π
dq exp [imq + 4it cos q] =

= imJm(4t) , (8.16)

(Jm is a Bessel function)

E(m, t, p) =
1

2π

∫ π

−π
dq

exp [imq + 4it cos q]− exp [imp+ 4it cos p]

tan 1
2
(q − p)

≡

≡ 1

2π
P
∫ π

−π
dq

exp [imq + 4it cos q]

tan 1
2
(q − p)

, (8.17)
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and

D(m, t, p) = exp [imp+ 4it cos p] +
2

M

∂

∂p
E(m, t, p) . (8.18)

Then, in analogy with the derivation of formula (8.3) for generating functional 〈exp [αQ(m)]〉,

one obtains the representation for correlator g
(0)
+ (m, t) (8.13) in the thermodynamical

limit in terms of the Fredholm determinant of a linear integral operator:

g
(0)
+ (m, t) = e−2iht

[
G(m, t) +

∂

∂z

]
det

[
Î + V̂ − zR̂(+)

]∣∣∣∣∣
z=0

=

= e−2iht
{
[G(m, t)− 1] det

[
Î + V̂

]
+ det

[
Î + V̂ − R̂(+)

]}
, (8.19)

where Î is again the identity operator, and linear operators V̂ , R̂(+) acting on functions

f(p) on segment [−kF , kF ]

(
V̂ f

)
(p) =

1

2π

∫ kF

−kF

dq V (p, q)f(q) ,

(
R̂(+)f

)
(p) =

1

2π

∫ kF

−kF

dq R(+)(p, q)f(q) , (8.20)

possess kernels

V (p, q) =
E+(p)E−(q)− E−(p)E+(q)

tan 1
2
(p− q)

−G(m, t)E−(p)E−(q) , (8.21)

R(+)(p, q) = E+(p)E+(q) . (8.22)

Functions E+, E−, are defined analogously to e+, e− in (6.6):

E−(p) ≡ E−(m, t, p) = exp[− i
2
mp− 2it cos p] ,

E+(p) ≡ E+(m, t, p) = E−(p)E(m, t, p) . (8.23)

It is to mention that the second term in the right hand side of expression (8.18) for

function D is included naturally to operator V̂ .

Thus the representation for correlator g
(0)
+ (m, t) (8.13) is obtained.

Let us consider now correlator (1.12)

g
(0)
− (m, t) ≡ 〈σ(n2)

− (t2)σ
(n1)
+ (t1)〉 . (8.24)

Again, due to the properties

g
(0)
− (m, t) = g

(0)
− (−m, t) =

[
g

(0)
− (−m,−t)

]∗
, (8.25)
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we consider it only in region m ≥ 0, t ≥ 0. Using expression (6.19) at finite M , one

derives the following representation in the thermodynamical limit:

g
(0)
− (m, t) = e2iht ∂

∂z
det

[
Î + V̂ + zR̂(−)

]∣∣∣
z=0

=

= e2iht
{
det

[
Î + V̂ + R̂(−)

]
− det

[
Î + V̂

]}
, (8.26)

where V̂ is just the same linear operator as in representation (8.19) for correlator g
(0)
+ ,

see (8.21), and the kernel of operator R̂(−) is

R(−)(p, q) = E−(m, t, p) E−(m, t, q) . (8.27)

In the equal-time case (t = 0) functions G, E are calculated explicitly to be

G(m, 0) = δm,0 ,

E(m, 0) = i [1− δm,0] e
imp , (8.28)

so that for equal time correlator g
(0)
+ (m, 0) one gets the representation (which is, of course,

the thermodynamical limit of representation (6.15)):

g
(0)
+ (m) = 〈σ(n2)

+ σ
(n1)
− 〉 =

=
∂

∂z
det

[
Î + v̂ + zr̂(+)

]
=

= det
[
Î + v̂ + r̂(+)

]
− det

[
Î + v̂

]
, (8.29)

where the kernels of operator v̂, r̂(+) (acting on interval [−kF , kF ]) are

v(p, q) = −2
sin m

2
(p− q)

tan 1
2
(p− q)

, (8.30)

r(+)(p, q) = exp
[
im

2
(p+ q)

]
. (8.31)

This answer can also be put into the following form (see (6.25) and the discussion at

the end of Section 6):

g
(0)
+ (m) =

∂

∂z
det

[
Î + ŵ + zr̂(+)

]
, m > 0 , (8.32)

where operator r̂(+) is the same as in (8.31) and the kernel of operator ŵ is

W0(p, q) = −2
sin m−1

2
(p− q)

sin 1
2
(p− q)

, (8.33)

so that in fact the representation of correlator g
(0)
+ (m) involves the first Fredholm minors

of the same linear integral operator as in representation (8.3) of the generating functional

〈exp [αQ(m)]〉 at α = iπ (compare (8.33) and (8.5)).
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9 Correlators in the Thermodynamical Limit at Nonzero

Temperature

In this Section we consider the correlators at non-zero temperature (T > 0) in the

thermodynamical limit. Temperature dependent correlation functions are defined in the

standard way (1.8). For some operator O, the temperature mean value 〈O〉
T

is

〈O〉
T

=
Sp
[
e−

H
T O

]
Sp
[
e−

H
T

] . (9.1)

For integrable systems, calculating mean values of this kind is rather simple [24]. From

the practical point of view, one should only change the integration measure in the repre-

sentations of correlators obtained in the zero temperature case, namely,∫ kF

−kF

dq −→
∫ π

−π
dq ϑ(q) . (9.2)

Here ϑ(q) ≡ ϑ(q, h, T ) is the Fermi weight (1.6),

ϑ(q) =
1

1 + exp
[

ε(q)
T

] =
1

1 + exp
[
−4 cos q+2h

T

] , (9.3)

describing the momenta distribution of particles at the thermodynamical equilibrium. Of

course, for the XX0 chain, which is equivalent to the free fermion model, this procedure

is quite obvious.

Taking this into account, it is straightforward to extend the representations of zero

temperature correlators to finite temperatures.

For the generating functional 〈exp [αQ(m)]〉
T

one has (see (8.3)) the representation

in terms of the Fredholm determinant:

〈exp [αQ(m)]〉
T

= det
[
Î + γM̂T

]∣∣∣
γ=eα−1

(9.4)

where now M̂T is an integral operator acting on functions f(p) on interval [−π, π]:(
M̂Tf

)
(p) =

1

2π

∫ π

−π
dq MT (p, q)f(q) , (9.5)

with kernel MT (p, q) obtained from kernel M(p, q) (8.5) as

M
T
(p, q) = M(p, q) ϑ(q) =

sin m
2
(p− q)

sin 1
2
(p− q)

ϑ(q) ,

−π ≤ p, q ≤ π . (9.6)
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Since the similarity transformation,

M
T
(p, q) −→

√
ϑ(p)M

T
(p, q)

1√
ϑ(q)

, (9.7)

does not change the value of the Fredholm determinant, one can rewrite representation

(9.4) as

〈exp [αQ(m)]〉
T

= det
[
Î + γM̂ (S)

T

]∣∣∣
γ=eα−1

(9.8)

where operator M̂ (S)
T

possesses the symmetrical kernel

M (S)
T

(p, q) =
√
ϑ(p)

sin m
2
(p− q)

sin 1
2
(p− q)

√
ϑ(q) . (9.9)

Consider now the time-dependent correlator of the third spin components. Represen-

tation (8.11) is rewritten for T > 0 as [15]

g(T )
zz (m, t) ≡

≡ 〈σ(n2)
z (t2)σ

(n1)
z (t1)〉T

= 〈σz〉2 −
1

π2

∣∣∣∣∫ π

−π
dp ϑ(p) exp [imp+ 4it cos p]

∣∣∣∣2 + (9.10)

+
1

π2

(∫ π

−π
dp ϑ(p) exp [−imp− 4it cos p]

)(∫ π

−π
dq exp [imq + 4it cos q]

)
.

In the equal-time case, the known answer is reproduced:

g(T )
zz (m) ≡ 〈σ(n2)

z σ(n1)
z 〉

T
= 〈σz〉2T −

1

π2

∣∣∣∣∫ π

−π
dpϑ(p)eimp

∣∣∣∣2 ,
(m ≡ n2 − n1 6= 0) (9.11)

i.e. the correlator is given by the square modulus of the Fourier transform of Fermi weight.

In (9.10), (9.11), 〈σz〉T
is the magnetization at temperature T ,

〈σz〉T
= 1− 1

π

∫ π

−π
dq ϑ(q) , (9.12)

with 〈σz〉T
= 0 at h = 0.

Let us now consider correlators of operators σ+, σ−. For correlator (1.11) one gets

(see (8.19)) the following representation at T > 0

g
(T )
+ (m, t) ≡ 〈σ(n2)

+ (t2)σ
(n1)
− (t1)〉T

=

= e−2iht

[
G(m, t) +

∂

∂z

]
det

[
Î + V̂T − zR̂

(+)
T

]∣∣∣
z=0

= (9.13)

= e−2iht
{
[G(mt)− 1] det

[
Î + V̂T

]
+ det

[
Î + V̂T − R̂

(+)
T

]}
,
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where function G(m, t) (8.16) is the same as in (8.19) and operators V̂T and R̂
(+)
T (acting

on interval [−π, π], see (9.5)) possess kernels

V
T
(p, q) = V (p, q)ϑ(q) ,

R(+)
T

= R(+)(p, q)ϑ(q) , (9.14)

with functions V (p, q) and R(+)(p, q) defined (for −π ≤ p, q ≤ π) by formulae (8.21),

(8.22). Making similarity transform, as in (9.7), one rewrites (9.14) as

g
(T )
+ (m, t) = e−2iht

[
G(m, t) +

∂

∂z

]
det

[
Î + V̂ (S)

T
− zR̂(+,S)

T

]∣∣∣
z=0

, (9.15)

m ≥ 0 ,

where the kernels of operators are symmetrical,

V (S)
T

(p, q) =
ET

+(p)ET
−(q)− ET

−(p)ET
+(q)

tan 1
2
(p− q)

−G(m, t)ET
−(p)ET

−(q) , (9.16)

R(+,S)
T

= ET
+(p)ET

+(q) , (9.17)

and functions ET
±(p) ≡ ET

±(m, t, p) are defined as

ET
±(p) ≡

√
ϑ(p) E±(p) ; (9.18)

for functions E±(m, t, p) see (8.23).

For correlator g
(T )
− (m, t) (1.12) one has (see (8.26)):

g
(T )
− (m, t) ≡ 〈σ(n2)

− (t2)σ
(n1)
+ (t1)〉T

=

= e2iht ∂

∂z
det

[
Î + V̂

T
+ zR̂(−)

T

]∣∣∣
z=0

=

= e2iht ∂

∂z
det

[
Î + V̂ (S)

T
+ zR̂(−,S)

T

]∣∣∣
z=0

(9.19)

where V̂
T
, V̂ (S)

T
are the same operators (9.14), (9.16) and kernels of operators R̂

(−)
T , R̂

(−,S)
T

are

R
(−)
T (p, q) = R(−)(p, q) ϑ(q) . (9.20)

(function R(−)(p, q) was defined in (8.27)) and

R(−,S)
T

(p, q) = ET
−(p) ET

−(q) (9.21)
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(for function ET
− see (9.18)). So the representations for the temperature and time depen-

dent correlators are given.

In the equal-time case these representations acquire more explicit form; for correlator

gT
+(m, t = 0) one gets

gT
+(m) ≡ 〈σ(n2)

+ σ
(n1)
− 〉

T
=

=
∂

∂z
det

[
Î + v̂

T
+ zr̂(+)

T

]∣∣∣
z=0

, m > 0 , (9.22)

with operators v̂
T
, r̂(+)

T
acting on interval [−π, π], their kernels being given (in the sym-

metrical form) as

v̂
T
(p, q) = −2

√
ϑ(p)

sin m
2
(p− q)

tan 1
2
(p− q)

√
ϑ(q) ,

r̂(+)
T

(p, q) =
√
ϑ(p) exp

[
im

2
(p+ q)

] √
ϑ(q) , (9.23)

which is the generalization for the non-zero temperature case of representation (8.29).
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Appendix: Thermodynamical Limit for Functions g, e

and d.

Functions g(m, t), e(m, t, pa) and d(m, t, pa) on the finite lattice are defined by formulae

(6.7)-(6.9) as

g(m, t) ≡ 1

M

∑
q

exp [imq + 4it cos q] , (A.1)
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e(m, t, pa) ≡ 1

M

∑
q

exp [imq + 4it cos q]

tan 1
2
(q − pa)

, (A.2)

d(m, t, pa) ≡ 1

M2

∑
q

exp [imq + 4it cos q]

sin2 1
2
(q − pa)

. (A.3)

The sums are taken over all M different permitted values (6.12) of momentum q,

∑
q

f(q) =
M∑

j=1

f(qj) , (A.4)

(see (6.11)). As permitted values of momenta pa never coincide with any qj, there are no

singularities in these finite sums, for finite M .

In the thermodynamical limit momenta qj fill the interval [−π, π]. As qj+1 − qj = 2π
M

,

(see (6.12)), one makes the following change:

1

M

∑
q

−→ 1

2π

∫ π

−π
dq . (A.5)

For function g(m, t) the thermodynamical limit is obtained according to this rule as

g(m, t) −→ G(m, t) ≡ 1

2π

∫ π

−π
dq exp [imq + 4it cos q] =

= imJm(4t) , (A.6)

where Jm is a Bessel function.

For functions e, d, however, poles on the integration contour appear which should be

taken into account.

Let us first consider e(m, t, pa). As

∑
q

1

tan 1
2
(q − pa)

= 0 , (A.7)

(see (6.10), (6.12)), one can write for finite M instead of (A.1)

e(m, t, pa) =
∑
q

exp [imq + 4it cos q]− exp [impa + 4it cos pa]

tan 1
2
(q − pa)

, (A.8)

so that in the thermodynamical limit we get

e(m, t, pa) −→ E(m, t, p) =

=
1

2π

∫ π

−π
dq

exp [imq + 4it cos q]− exp [imp+ 4it cos p]

tan 1
2
(q − p)

≡

≡ 1

2π
P
∫ π

−π
dq

exp [imq + 4it cos q]

tan 1
2
(q − p)

, (A.9)
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where P means “Principal Value”, and p is some value of momentum in the interval

[−π, π].

Analogously, using relation (A.7) and the following equality

1

M2

∑
q

1

sin2 1
2
(q − pa)

= 1 , (A.10)

one writes for d(m, t, pa) for finite M :

d(m, t, pa) = exp [impa + 4it cos pa] + (A.11)

+
1

M2

∑
q

exp [imq + 4it cos q]− exp [impa + 4it cos pa] [1 + (im− 4it sin pa) sin(q − pa)]

sin2 1
2
(q − pa)

The subtraction in the numerator is easily seen to be equivalent, for q ∼ pa, to the

subtraction of the first two terms in the expansion of exp [imq + 4it cos q] at q = pa,

so that the sum in (A.11) is nonsingular in the thermodynamical limit, and can be

represented as an ordinary integral:

d(m, t, pa) −→ D(m, t, p) = exp [imp+ 4it cos p] + (A.12)

+
1

2πM

∫ π

−π
dq

exp [imq + 4it cos q]− exp [imp+ 4it cos p] [1 + (im− 4it sin p)sin(q − p)]

sin2 1
2
(q − p)

.

Finally, using the identity

∂

∂p
E(m, t, p) =

∂

∂p

1

2π
P
∫ π

−π
dq

exp [imq + 4it cos q]

tan 1
2
(q − p)

=

=
∂

∂p

(
1

2π

∫ π

−π
dq

exp [imq + 4it cos q]− exp [imp+ 4it cos p]

tan 1
2
(q − p)

)
= (A.13)

=
1

4π

∫ π

−π

exp [imq + 4it cos q]− exp [imp+ 4it cos p] [1 + (im− 4it sin p)sin(q − p)]

sin2 1
2
(q − p)

(see eq. (A.9) for the definition of E), one rewrites (A.12) as

d(m, t, pa) −→ D(m, t, p) =

= exp [imp+ 4it cos p] +
2

M

∂

∂p
E(m, t, p) . (A.14)

References

[1] M. Jimbo, T. Miwa, Y. Mori, M. Sato, Physica D1 (1980) 80;

37



[2] B.M. McCoy, J.H.H. Perk, R.E. Schrock. Nucl. Phys. B220 [FS 8] (1983) 35;

[3] A.R. Its, A.G. Izergin, V.E. Korepin. Phys.Lett. A141 (1989) 121;

[4] A.R. Its, A.G. Izergin, V.E. Korepin, Comm. Math. Phys. 129 (1990) 205;

[5] A.R. Its, A.G. Izergin, V.E. Korepin, N.A. Slavnov, Int. Jour. Mod. Phys. B4 (1990)

1003;

[6] A.R. Its, A.G. Izergin, V.E. Korepin, N.Ju. Novokshenov, Nucl. Phys. B340 (1990)

752;

[7] V.E. Korepin, A.G.Izergin, N.M. Bogoliubov, “Quantum Inverse Scattering Method,

Correlation Functions and Algebraic Bethe Ansatz” Cambridge University Press

(1992);

[8] A. Lenard, Jour. Math. Phys. 5 (1964) 930;

[9] A. Lenard, Jour. Math. Phys. 7 (1966) 1268;

[10] V.E. Korepin, N.A. Slavnov, Comm. Math. Phys. 136 (1991) 633;

[11] A.R. Its, A.G. Izergin, V.E. Korepin, Commun. Math. Phys. 130 (1990) 471;

[12] A.R. Its, A.G. Izergin, V.E. Korepin, Physica D53 (1991) 187;

[13] A.R. Its, A.G. Izergin, V.E. Korepin, G.G. Varzugin, Physica D54 (1992) 351;

[14] E. Lieb, T. Schultz, D. Mattis, Ann. Phys., 16 (1961) 407;

[15] T. Niemeijer, Physica 36 (1967) 377;

[16] B.M. McCoy, Phys. Rev. 173 (1968) 531;

[17] S. Katsura, T. Horiguchi, M.Suzuki, Physica 46 (1970) 67;

[18] M. D’Iorio, R.L. Armstrong, D.R. Taylor, Phys. Rev. B27 (1983) 1664;

[19] T. Tonegawa, Solid State Comm. 40 (1981) 983;

38



[20] J.H.H. Perk, H.W. Capel, Physica A89 (1977) 265;

[21] H. Itoyama, V.E. Korepin, H.B. Thacker, Preprint ITP-SB-90-92, SUNY, Stony

Brook;

[22] C.N Yang, C.P. Yang, Phys. Rev. 150 (1966) 321;

[23] P. Jordan, E. Wigner, Z. Phys. 47 (1928) 631;

[24] N.M. Bogoliubov, A.G. Izergin, V.E. Korepin, Lectures Notes in Physics 242 (1985)

220.

39


