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Abstract
As a prosecution of a preceeding paper, a canonical set of classical ob-
servables for the open Nambu string is determined. As a byproduct, a
local involutory set of constants of motion is found. This result is ob-
tained by determining a canonical transformation to a new set of vari-
ables, of which the constraints of the string are a subset. The Poincare’
algebra is analyzed in terms of the new variables.

1. Introduction.

The present paper is the natural prosecution of a previous paper of the same authors[1],
hereafter quoted as (I), on the study of the classical open Nambu string.

In (I) the many-time functional equations of motion of the open string have been stud-
ied, and their explicit solutions given. The aim of the present paper is to find a complete
canonical set of observables, that is a set of canonical variables in strong involution with
the constraints of the string. This allows in turn to find a new canonical basis, in which we
may recognize two canonical subset: one formed by the constraints and their conjugated
variables (gauge degrees of freedom) and the other corresponding to the physical degrees
of freedom.

It is worth stressing that this is not merely equivalent to the determination of the
Dirac brackets. The algebraic algorithm for the computation of the Dirac brackets[2]
doesn’t allow by itself the determination of the elementary canonical variables of the Dirac
symplectic structure. On the contrary, the complete set of these new canonical variables,
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that we will give in Section 3, is such that, in terms of them, the Dirac brackets are simply
the Poisson brackets restricted to the physical degrees of freedom (see for instance[3]).

Part of these new canonical variables are a generalization of the Del Giudice-Di
Vecchia-Fubini oscillators (DDF)[4].

Of course, the canonical set we find is local, since it is determined in one of the charts
discussed in (I). An equivalent canonical set could be given in another chart.

The discussion given in (I) is preliminary to the present work, as it is in particular
the knowledge of the ”many-times”, that is the variables B±, see Section 2, which make it
possible to guess the structure of the generalized D.D.F. oscillators.

We analyse the Poincaré algebra in terms of these new variables. We follow reference
[5] to exhibit the study the front form of the string dynamics.

The classical basis of the string quantum anomaly is found to be the non linear
realization of the Thomas spin.

We analyse a possible set of action angle variables, but the classical Casimirs of the
Poincare’ algebra still depend on the angle variables.Since the whole approach is local,
these variables are only locally defined.

Therefore we find a (infinite) canonical set of local constants of motion. Of course,
half of them are in involution among themselves. An involutory global set of constants
of motion of the string doesn’t seem to exist, due to the essentially local character of the
abelianization procedure. If an unvolutory global set of constants of motion does not exist,
all the Dirac brackets associated to our local canonical basis only exist locally in the chosen
chart. This would imply a kind of Gribov phenomenon for the string. In fact, the absence
of a global Dirac brackets structure is due to the absence of a global gauge fixing, as shown
in reference [6]. On the contrary, a non involutory global set of constants of motion has
been found in reference [7]: all these constants can be (locally) decomposed in our basis,
as it will be shown in a future paper.

The paper is organized as follows: in Section 2 some notation and some preliminary
result quoted from (I) are given.

In Section 3 the new set of canonical variables is explicitly shown. In Section 4 the
Poincaré algebra is given in terms of the new variables. Finally, the Appendix is devoted
to the comparison of the present approach with the covariant one.

2. The Canonical Description of the Open Nambu String.

We summarize in this Section some results of (I), to which we refer for more details.
The action of the open Nambu string[8] is (h̄ = c = 1)

S = −N

∫ τ2

τ1

dτ

∫ π

0

dσ
√
−h(σ, τ), L = −N

√
−h, (2.1)

where N = 1
2πα′ , and

−h = −det ‖ hαβ ‖= (ẋ · x′)2 − ẋ2x′
2 ≥ 0, (2.2)
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‖ hαβ ‖=‖ ∂αxµ∂βxµ ‖=
(

ẋ2 ẋ · x′
ẋ · x′ x′

2

)
, α = 0, 1, ∂0 =

∂

∂τ
, ∂1 =

∂

∂σ
, (2.3)

and where −h ≥ 0 means that the surface swept by the string in the spacetime is ev-
erywhere time-like or null (i.e. it is a causal surface)[9]. The strip 0 < σ < π is mapped
in the world-sheet spanned by the string in D-dimensional Minkowski space, (with signa-
ture (+,−, ...,−)) by the string. The world-sheet is described be the coordinates xµ(σ, τ).
hαβ(σ, τ) is the induced metric.

We will not discuss here the boundary conditions, which has been carefully analyzed
in (I).

The canonical momenta are given by

Pµ(σ, τ) = − ∂L

∂ẋµ(σ, τ)
=

N√
−h

((ẋ · x′)x′µ − x′
2
ẋµ); (2.4)

They satisfy the identities{
χ1(σ, τ) = P 2(σ, τ) + N2x′

2(σ, τ) = 0,
χ2(σ, τ) = (P (σ, τ) · x′(σ, τ)) = 0.

(2.5)

In order to define a Poisson structure in the phase-space, we use the following extension
of the canonical variables from the interval 0 < σ < π to the whole real axis:{

xµ(σ, τ) = xµ(−σ, τ) = xµ(σ + 2nπ, τ),
Pµ(σ, τ) = Pµ(−σ, τ) = Pµ(σ + 2nπ, τ), (2.6)

where n is an integer.
Following reference [2] we introduce an even and odd delta function with period 2π:

∆±(σ, σ′) =
1
2π

∞∑
n=−∞

(
ein(σ−σ′) ± e−in(σ+σ′)

)
=

=
∞∑

n=−∞
(δ(σ − σ′ + 2nπ)± δ(σ + σ′ + 2nπ)) −→ δ(σ − σ′), for σ, σ′ ∈ (0, π),

(2.7)
with the following properties

∆+(σ, σ′) = ∆+(−σ, σ′) = ∆+(σ′, σ) = ∆+(σ + 2nπ, σ′),

∆−(σ, σ′) = −∆−(−σ, σ′) = ∆−(σ′, σ) = ∆−(σ + 2nπ, σ′),
∂

∂σ
∆±(σ, σ′) = − ∂

∂σ′
∆∓(σ, σ′),∫ π

−π
dσ′f(σ′)∆±(σ′, σ) = f(σ)± f(−σ).

(2.8)

To complete the Hamiltonian description we then introduce the following Poisson
structure (ηµν = (1;−1,−1,−1)):

{xµ(σ, τ), P ν(σ′, τ)} = −ηµν∆+(σ, σ′) −→ −ηµνδ(σ − σ′), for σ, σ′ ∈ (0, π). (2.9)
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The set of identity (2.5) are now constraints on the phase-space:{
P 2(σ) + N2x′2(σ) ≈ 0,
P (σ) · x′(σ) ≈ 0.

(2.10)

Let’s define the following variables

Aµ
±(σ, τ) = Aµ

∓(−σ, τ) = Pµ(σ, τ)±Nx′
µ(σ, τ) =

∂

∂σ
Bµ
±(σ, τ), (2.11)

Bµ
±(σ, τ) = −Bµ

∓(−σ, τ). (2.12)

With this definition, the constraints (2.10) becomes

χ±(σ) = χ∓(−σ) = χ1(σ, τ)± 2Nχ2(σ, τ) = A2
±(σ) ≈ 0, (2.13)

with the following algebra: {χ±(σ1, τ), χ±(σ2, τ)} = ∓2N (χ±(σ1, τ) + χ±(σ2, τ)) · (∆′
+(σ1, σ2) + ∆′

−(σ1, σ2)) ,

{χ+(σ1, τ), χ−(σ2, τ)} = −2N (χ+(σ1, τ) + χ−(σ2, τ)) · (∆′
+(σ1, σ2)−∆′

−(σ1, σ2)) .
(2.14)

Therefore the constraints are 1th-class, but they are in weak involution; this implies
that the classical many-times equations of motion are not integrable as they stand. A set
of 1th-class constraints in strong involution are needed.

One possible solution of the constraint makes use of lightcone variables; of course
other solutions are possible. In terms of the following lightcone variables

A+
±(σ, τ) =

1√
2

(
A0
±(σ, τ) + AD−1

± (σ, τ)
)
,

A−±(σ, τ) =
1√
2

(
A0
±(σ, τ)−AD−1

± (σ, τ)
)
,

(2.15)

with the Lorentz indices now running over µ = +, 1, 2, ..., D− 2,−, we may define the new
constraints

χ̃±(σ, τ) =
χ±(σ, τ)
2A+

±(σ, τ)
= A−±(σ, τ)−

~A2
±(σ, τ)

2A+
±(σ, τ)

≈ 0, if A+
±(σ, τ) 6= 0, (2.16)

where ~A2 = (A1)2 + ... + (AD−2)2.
In equation (2.16) it is assumed that A+

± don’t vanish; otherwise, as fully discussed in
(I), another chart must be used.

Thus our constraints are only weakly Poincaré invariant and are only locally defined,
in those regions of the constraints manifold χ±(σ, τ) ≈ 0 where the denominators don’t
vanish. But they are now in strong involution:

{χ̃±(σ, τ), χ̃±(σ′, τ)} = 0 (2.17)
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As a first step toward the new canonical basis, a new set of center-of-mass and relative
coordinates is introduced. The center-of-mass coordinates of the string are

Xµ(τ) =
1
2π

∫ π

−π

dσxµ(σ, τ),

Pµ =
1
2

∫ π

−π

dσPµ(σ, τ),
(2.18)

where Pµ is the conserved generator of the space-time translations.
Let us introduce the following relative coordinates{

yµ(σ, τ) = −x′
µ(σ, τ) = −yµ(−σ, τ),

Pµ(σ, τ) =
∫ σ

0
dσ′Pµ(σ′, τ)− σ

π
Pµ = −Pµ(−σ, τ) = Pµ(σ + 2nπ, τ), (2.19)

with the following properties
∫ π

−π
dσyµ(σ, τ) =

∫ π

−π
dσPµ(σ, τ) = 0,

Pµ(0) = Pµ(±π) = 0 →
∫ π

−π
dσP ′µ(σ, τ) = 0.

(2.20)

It may be checked that the coordinates (2.18) and (2.19) constitute a basis of canonical
variables  {X

µ, P ν} = −ηµν ,

{yµ(σ, τ),Pν(σ′, τ)} = −ηµν∆−(σ, σ′),
(2.21)

with all the other Poisson brackets vanishing.
The inverse transformation is

xµ(σ, τ) = Xµ(τ) +
1
2π

∫ π

−π

dσ1

∫ σ1

0

dσ2y
µ(σ2, τ)−

∫ σ

0

dσ2y
µ(σ2, τ),

Pµ(σ, τ) =
1
π

Pµ + P ′µ(σ, τ).
(2.22)

The variables Aµ
±(σ, τ) and Bµ

±(σ, τ) are expressed in terms of the new canonical set
by Aµ

±(σ, τ) =
1
π

Pµ + P ′µ(σ, τ)∓Nyµ(σ, τ) =
∂

∂σ
Bµ
±(σ, τ),

Bµ
±(σ, τ) =

σ

π
Pµ + Pµ(σ, τ)±Nxµ(σ, τ).

(2.23)

It is possible to express the original set xµ(σ, τ) and Pµ(σ, τ) in term of these variables:
xµ(σ, τ) =

1
2N

[
Bµ

+(σ, τ)−Bµ
−(σ, τ)

]
Pµ(σ, τ) =

1
2

[
Aµ

+(σ, τ) + Aµ
−(σ, τ)

] (2.24)
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These are useful relations since the many-time functional equations of motion are most
easily solved in terms of the variables Aµ

±(σ), Bµ
±(σ), as shown in (I), where the explicit

solutions are given. Actually the B+
±(σ, τ) turn out to be the generalization to an arbitrary

gauge of the quantities τ ±σ of the o.g. Moreover, the variables Aµ
±(σ, τ) and Bµ

±(σ, τ) are
of interest, since, as it will be shown in the next Section, it is possible to give in terms of
them a generalization of the Del Giudice-Di Vecchia-Fubini oscillators [4] to an arbitrary
gauge.

In the orthonormal gauge, with the usual boundary conditions

x′µ(0, τ) = x′µ(π, τ) = 0, (2.25)

to fix completely the gauge one usually adds the following gauge-fixing constraints (trans-
verse light-cone gauge) 

φ1(σ, τ) = x+(σ, τ)− q+ − P+τ

πN
≈ 0,

φ2(σ, τ) = P+(σ, τ)− P+

π
≈ 0

(2.26)

The solution is well known:

xµ(σ, τ) =
1
2

[
Qµ(τ + σ) + Qµ(τ − σ)

]
, (2.27)

where Qµ(τ) is the coordinate of the end point σ = 0 of the string, and is given by

Qµ(τ) = xµ(0, τ) = qµ +
Pµ

πN
τ + fµ(τ), (2.28)

where
fµ(τ) =

i√
πN

∑
n 6=0

αµ
ne−inτ = fµ(τ + 2Nπ), (2.29)

and, from the constraints,(
Pµ

2πN
+

d

du
fµ(u)

)2

= 0, u = τ ± σ. (2.30)

The quantities qµ and αµ
n are constants of motion.

The DDF oscillators are given in this gauge by

~An =

√
N

2π

∫ π

−π

dσ
d~Q(σ)

dσ
e

iπn

P+ Q+(σ). (2.31)

The usual o.g. case is completely defined by the additional requirement f+(u)=0.

6



As shown in (I), in the o.g. case the variables B+
±(σ) reduce to

B+
±(σ)

o.g.−−−−→ ±Nq+ ± P+

π
(τ ± σ) = ±NQ+(τ ± σ). (2.32)

As we will see in the following, this point is crucial as a guide to the construction of the
generalization of the DDF oscillators to an arbitrary gauge.

3. The Observables

and the Canonical Transformation.

Let us now look for a local set of observables with respect to the first class constraints
χ̃± in the (σ, τ) region where there are defined.

First of all we shall introduce the generalization to an arbitrary gauge of the Del
Giudice-Di Vecchia-Fubini (DDF) oscillators [4], which commute with the Virasoro gener-
ators Ln in the orthonormal gauge. They are the transverse part of the following objects:

Aµ
n(τ) =

√
|n|αµ

n =
1√

4πN

∫ π

−π
dσAµ

±(σ, τ) exp

[
±iωn

B+
±(σ, τ)
2NP+

]
, n = ±1,±2, ...,

Aµ
0 =

1√
4πN

∫ π

−π
dσAµ

±(σ, τ) =
Pµ

√
πN

,

(3.1)
where ωn = 2πNn and P+ 6= 0. In the orthonormal gauge (2.26), remembering equations
(2.32):

1
N

Bµ
±(σ, τ) → ±Qµ(τ ± σ), Aµ

±(σ, τ) → N
dQµ(τ ± σ)
d(τ ± σ)

,

we get:

Aµ
n(τ) −→

√
N

2π

∫ π

−π

dσ
dQµ(τ + σ)
d(τ + σ)

exp
[
+iωn

Q+(τ + σ)
2P+

]
=

=

√
N

2π

∫ π

−π

dσ
dQµ(σ)

dσ
exp

[
iωn

Q+(σ)
2P+

]
=DDF Aµ

n,

(3.2)

owing to the 2π-periodicity.
Moreover we have:

A+
n (τ) =

1√
4πN

∫ π

−π

dσ
∂B+

+(σ, τ)
∂σ

exp

[
iωn

B+
+(σ, τ)
2NP+

]
= 0, n 6= 0, (3.3)

owing to the fact that B+
±(π) − B+

±(−π) = 2P+ (see equations (2.23)), so that A−n =
A0

n −A3
n. This property, together with equations (2.8), is crucial to verify that:

{
~An(τ), χ̃±(σ, τ)

}
= 0,{

A−n (τ), χ̃±(σ, τ)
}

= − iωn

P+
exp

[
±iωn

B+
+(σ, τ)
2NP+

]
· χ̃±(σ, τ) ≈ 0.

(3.4)
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The Aµ
n satisfy the following Poisson brackets:

{Aµ
n, Aν

m} = inηµνδn,−m +
i
√

πN

P+

[
m(ηµ0 + ηµ3)Aν

n+m − n(ην0 + ην3)Aµ
n+m

]
, (3.5)

so that:

{
Aa

n, Ab
m

}
= −inδabδn,−m ⇒ for n, m > 0

{
αa

n, αb
−m

}
= −iδabδnm,

{Aa
n, A−m} = −i

√
πN

P+
nAa

n+m,

{A−n , A−m} = i

√
πN

P+
A−n+m(m− n).

(3.6)

Therefore the generalized DDF oscillators ~An(τ) are strong observables, they also
commute with the original constraints (2.13). Conversely, the A−n (τ) are only weak ob-
servables and at the classical level they are not independent quantities, because of the
constraints χ̃± ≈ 0. We have

A−n (τ) =
√
|n|α−n ≡

√
πN

P+
U−

n =
√

πN

P+

(
L̃n + Ũ−

n

)
≈
√

πN

P+
Ũ−

n , (3.7)

where

L̃n(τ) =
P+

2πN

∫ π

−π

dσχ̃±(σ, τ) exp

[
±iωn

B+
±(σ, τ)
2NP+

]

=
P+

π2

+∞∑
m=−∞

Lm(τ)
∫ π

−π

dσ
e∓imσ

2A+
±(σ, τ)

exp

[
±iωn

B+
±(σ, τ)
2NP+

]
≈ 0, (3.8)

Ũ−
n (τ) =

P+

2πN

∫ π

−π

dσ
~A2
±(σ, τ)

2A+
±(σ, τ)

exp

[
±iωn

B+
±(σ, τ)
2NP+

]
. (3.9)

The L̃n(τ) can be called the generalized Virasoro generators. In equation (3.8) we have
used the standard definition of the Virasoro generators Ln(τ). In the o.g. (2.26), using
equation (2.32), we get

L̃n = Ln exp
[

iωn

2P+

(
q+ +

P+τ

πN

)]
.

The U−
n , L̃n, Ũ−

n satisfy the Virasoro algebra

{DnDm} = i(m− n)Dm+n, Dn = U−
n , L̃n, Ũ−

n , (3.10)

and {
U−

n , L̃m

}
=0,{

Ũ−
n , L̃m

}
=i(m− n)L̃m+n,{

U−
n , Ũ−

m

}
=i(m− n)U−

n+m.

(3.11)

8



The inversion formula of equations (3.1) is

Aµ
±(σ, τ) =

√
4πN

A+
±(σ, τ)
2P+

+∞∑
n=−∞

Aµ
n(τ) exp

[
∓iωn

B+
±(σ, τ)
2NP+

]
=

=
√

4πN
A+
±(σ, τ)
2P+

+∞∑
n=−∞

Aµ
±n(τ) exp

[
−iωn

B+
±(σ, τ)
2NP+

]
,

(3.12)

Using equation (3.12), we can put the Ũ−
n (τ) of equation (3.9) in the following form:

Ũ−
n (τ) =

1
2

+∞∑
m=−∞

~An−m · ~Am =

=
1

2πN

[
√

4πN ~P · ~An + 2πN
∑
m>0

~An+m · ~A−m + πN
n−1∑
m=1

~An−m ·Am

]
=

=
1

2πN

[
√

2ωn
~P · ~αn +

∑
m>0

√
ωmωn+m~αn+m · ~α−m +

1
2

n−1∑
m=1

√
ωmωn−m~αn−m · ~αm

]
.

(3.13)
Then, using equations (3.1), (3.3), (3.7), (3.13), we get

L̃n(τ) =
P+

√
πN

A−n − Ũ−
n =

=A+
0 A−n −

1
2

+∞∑
m=−∞

~An−m · ~Am =

=
1
2

+∞∑
m=−∞

Aµ
mAn−m,µ.

(3.14)

While at the classical level Ũ−
n is a dependent quantity, at the quantum level, with D =

4, the A−n become the independent longitudinal Brower modes of the no-ghost theorem in
the covariant quantization approach[10–13]. See Appendix A for the relationship between
the oscillators Aµ

n and the covariant oscillators aµ
n.

Since we already got the transverse oscillators observables ~An(τ) =
√
|n|~αn, we now

only need to find 6 observables for the center-of-mass of the string. Three of them are P+,
~P . Their conjugate observable variables, Z−, ~Z, are:

Z−(τ) = X−(τ)− 1
2P+

∫ π

−π
dσ

{
x+(σ, τ)

2

(
~A2
−(σ, τ)

2A+
−(σ, τ)

+
~A2

+(σ, τ)
2A+

+(σ, τ)

)
+

− P+(σ, τ)
2N

(
~A2
−(σ, τ)

2A+
−(σ, τ)

−
~A2

+(σ, τ)
2A+

+(σ, τ)

)}
,

~Z(τ) = ~X+(τ)− 1
2P+

∫ π

−π
dσ
[
x+(σ, τ)~P (σ, τ)− ~y(σ, τ)P+(σ, τ)

]
.

(3.15)
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The so defined quantities are effectively observables, since it can be checked that:

{
Z−(τ), χ̃±(σ, τ)

}
=
{

~Z(τ), χ̃±(σ, τ)
}

= 0. (3.16)

Besides, the non vanishing Poisson brackets among these 6 observables are{
{Z−, P+} = −1,{
Za, P b

}
= δab, a, b = 1, 2.

(3.17)

We can now define a canonical transformation from the variables xµ(σ, τ), Pµ(σ, τ)
to a new canonical basis adapted to the multitemporal approach of the previous Section.
This new base should be an appropriate starting point of departure toward the construction
of Dirac brackets [2] associated to gauge-fixing constraints like those of equations (2.26).
This kind of canonical transformation for a system with first class constraints [3] generates
new canonical variables divided into two sets. In one set, half of the canonical variables
are functions of the first class constraints, hence vanishing on the manifold defined by the
constraints in the phase-space, while the other half constitute a possible choice of the gauge
degrees of freedom of the theory. In the second set we have those observables which have
vanishing Poisson brackets with the chosen gauge degrees of freedom. The gauge sector of
the new variables is composed by{

Y −(σ, τ) =
1

2N
(χ̃−(σ, τ)− χ̃+(σ, τ)) ,

P+(σ, τ),
(3.18)

{
x+(σ, τ),

Π−(σ, τ) =
1
2

(χ̃−(σ, τ) + χ̃+(σ, τ)) .
(3.19)

If we separate Π−(σ, τ) in its center-of-mass and relative part:

Π−(σ, τ) =
Ξ−tot(τ)

π
+ Ξ′−rel(σ, τ), (3.20)

where Ξtot =
1
2
∫ π

−π
dσΠ−(σ),

Ξ−rel =
∫ σ

0
dσ′Π−(σ′)− σ

π
Ξ−tot.

(3.21)

we may replace x+(σ, τ), Π−(σ, τ) with the new gauge variables{
X+(τ),
Ξ−tot(τ),{
y+(σ, τ),
Ξ−rel(σ, τ).

(3.22)
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The constraints χ̃± ≈ 0 are equivalent to Y −(σ, τ) ≈ 0, Π−(σ, τ) ≈ 0 (or Ξ−tot(τ) ≈ 0,
Ξ−rel(σ, τ) ≈ 0).

The sector of the observables is composed by the ~αn, P+, Z−, ~P , ~Z. It is only a
matter of calculation to verify that the non-vanishing Poisson brackets are{

Y −(σ, τ),P+(σ′, τ)
}

= −∆−(σ, σ′),{
x+(σ, τ),Π−(σ′, τ)

}
= −∆+(σ, σ′),{

X+(τ),Ξ−tot(τ)
}

= −1,{
y+(σ, τ),Ξ−rel(σ

′, τ)
}

= −∆−(σ, σ′),{
αa

n, αb
−m

}
= −iδabδnm, a, b = 1, 2,{

Z−, P+
}

= −1,{
Za, P b

}
= δab, a, b = 1, 2.

(3.23)

With some calculation, it is possible to find the inverse canonical transformation,
which is defined by the following expressions:

x+(σ, τ);

P−(σ, τ) = Π−(σ, τ) +
P+(σ, τ)

2P+2

(
~P 2 +

∞∑
n=1

ωn~αn · ~α−n

)
+

+
πN

P+

∞∑
n=1

{(
A+

+(σ, τ)
2P+

exp

[
−iωn

B+
+(σ, τ)
2NP+

]
+

A+
−(σ, τ)
2P+

·

· exp

[
iωn

B+
−(σ, τ)
2NP+

])
Ũ−

n +

(
A+

+(σ, τ)
2P+

exp

[
+iωn

B+
+(σ, τ)
2NP+

]
+

+
A+
−(σ, τ)
2P+

exp

[
−iωn

B+
−(σ, τ)
2NP+

])
Ũ−
−n

}
;

x−(σ, τ) = Z− +
x+(σ, τ)
2P+2

(
~P 2 +

∞∑
n=1

ωn~αn · ~α−n

)
+

+
1
2π

∫ π

−π

dσ1

∫ σ1

0

dσ2Y
−(σ2, τ)−

∫ σ

0

dσ2Y
−(σ2, τ)+ (3.24)

+
i

2P+

∞∑
n=1

1
n

[(
exp

[
−iωn

B+
+(σ, τ)
2NP+

]
+ exp

[
iωn

B+
−(σ, τ)
2NP+

])
Ũ−

n (τ) +

−

(
exp

[
−iωn

B+
−(σ, τ)
2NP+

]
+ exp

[
iωn

B+
+(σ, τ)
2NP+

])
Ũ−
−n(τ)

]
;

P+(σ, τ) =
P+

π
+ P ′+(σ, τ);

~x(σ, τ) = ~Z(τ) +
~P

P+
x+(σ, τ)+

11



+
i√
2

∞∑
n=1

1
√

ωn

[(
exp

[
−iωn

B+
+(σ, τ)
2NP+

] + exp[iωn
B+
−(σ, τ)
2NP+

])
~αn +

−

(
exp

[
−iωn

B+
−(σ, τ)
2NP+

]
+ exp

[
iωn

B+
+(σ, τ)
2NP+

])
~α−n

]
; (3.24)

~P (σ, τ) =
~P

P+
P+(σ, τ) +

∞∑
n=1

√
ωn

2

[(
A+

+(σ, τ)
2P+

exp

[
−iωn

B+
+(σ, τ)
2NP+

]
+

+
A+
−(σ, τ)
2P+

exp

[
iωn

B+
−(σ, τ)
2NP+

])
~αn +

+

(
A+
−(σ, τ)
2P+

exp

[
−iωn

B+
−(σ, τ)
2NP+

]
+

A+
+(σ, τ)
2P+

exp

[
iωn

B+
+(σ, τ)
2NP+

])
~α−n

]
,

where Ũ−
n is given by equation (3.13) and A+

±, B+
± are expressed in terms of P+, P+(σ, τ),

x+(σ, τ) in equations (2.23).
It is also possible to write the results of equations (3.24) in a more compact form

through the use of the generalized DDF oscillators; we obtain:

xµ(σ, τ) =Zµ(τ) +
Pµ

P+
x+(σ, τ)+

+
i

2
√

πN

∑
n 6=0

Aµ
n(τ)
n

(
exp

[
−iωn

B+
+(σ, τ)
2NP+

]
+ exp

[
iωn

B+
−(σ, τ)
2NP+

])
+

+
(
ηµ0 + ηµ3

){ 1
2π

∫ π

−π

dσ1

∫ σ1

0

dσ2Y
−(σ2, τ)−

∫ σ

0

dσ2Y
−(σ2, τ) +

− i

2P+

∑
n 6=0

L̃n(τ)
n

(
exp

[
−iωn

B+
+(σ, τ)
2NP+

]
+ exp

[
iωn

B+
−(σ, τ)
2NP+

]) ,

(3.25)

and

Pµ(σ, τ) =
Pµ

P+
P+(σ, τ) +

√
πN

∑
n 6=0

Aµ
n(τ)

(
A+

+(σ, τ)
2P+

exp

[
−iωn

B+
+(σ, τ)
2NP+

]
+

+
A+
−(σ, τ)
2P+

exp

[
iωn

B+
−(σ, τ)
2NP+

])
+

+
(
ηµ0 + ηµ3

)Π−(σ, τ)− P+(σ, τ)
P+

Ξ−tot(τ)− πN

P+

∑
n 6=0

L̃n(τ) · (3.26)

·

(
A+

+(σ, τ)
2P+

exp

[
−iωn

B+
+(σ, τ)
2NP+

]
+

A+
−(σ, τ)
2P+

exp

[
iωn

B+
−(σ, τ)
2NP+

])]
,
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where P− is given by

P− =
1

2P+

(
~P 2 +

∞∑
n=1

ωn~αn · ~α−n

)
+ Ξtot−(τ) =

=
1

2P+

(
~P 2 + 2πN

∞∑
n=1

~An · ~A−n

)
+ Ξtot−(τ),

(3.27)

and

Z+ = 0. (3.28)

The canonical transformation (3.23) and its inverse (3.24) could have been obtained
also starting from another set of constraints, similar to χ̃± of equation (2.16), but with
A−± in place of A+

±. These constraints were called χ̃
(−)
± in (I). This is to show that in the

overlap region where A+
± 6= 0, A−± 6= 0 we can go from the basis for χ̃± to the basis for

χ̃
(−)
± with a canonical transformation.

4. The Poincaré Generators.

Let us start the discussion of the Poincare’ algebra in D = 4 space time dimensions.
We will discuss the general case in the following of this Section.

The invariance of the action (2.1) under the Poincaré transformations implies the
conservation of the following ten quantities:

Pµ =
1
2

∫ π

−π

dσPµ(σ, τ)

Jµν =
1
2

∫ π

−π

dσ [xµ(σ, τ)P ν(σ, τ)− xν(σ, τ)Pµ(σ, τ)]

=Lµν + Sµν =

=Xµ(τ)P ν −Xν(τ)Pµ +
1
2

∫ π

−π

dσ
[
Y µ(σ, τ)Pν(σ, τ)− Y ν(σ, τ)Pµ(σ, τ)

]
(4.1)

which satisfy the usual Poincaré algebra.
Due to the constraints, the components S+− and Sa− of Sµν are not independent

from the others, so that there are only 3 degrees of freedom for the spin.
In the light-cone basis (see Appendix B of reference[14]) these constants of motion
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take the form

P− =
1
2
(P 0 − P 3), P+ = P 0 + P 3, P a, a = 1, 2;

Ea =J−a = −1
2
(εabJb + Na) = Ea

L + Ea
S ,

where : Ea
L = L−a = −1

2
(εabLb + Na

L), Ea
S = S−a = −1

2
(εabSb + Na

S);

F a =J+a = −1
2
(εabJb −Na) = F a

L + F a
S ,

where : F a
L = L+a = (εabLb −Na

L), F a
S = S+a = (εabSb −Na

S);

J3 =J12 = L3 + S3, Ja = εab(Eb − 1
2
F b);

N3 =J+− = J30 = N3
L + N3

S , Na = −(Ea +
1
2
F a)

(4.2)
and the Poincaré algebra is:{

J3, Ea
}

= εabEb,
{
N3, P+

}
= P+,

{
J3, P a

}
= εabP b,{

J3, F a
}

= εabF b,
{
Ea, P+

}
= −P a,

{
Ea, P b

}
= −δabP−,{

N3, Ea
}

= −Ea,
{
N3, P−} = −P−,

{
F a, P b

}
= −δabP+,{

N3, F a
}

= F a,
{
F a, P−} = −P a,

{
Ea, F b

}
= εabJ3 − δabN3.

(4.3)
After a long calculation the generators (4.2) expressed in terms of the new canonical

basis are found to be:

P− =
1

2P+

(
~P 2 +

∞∑
n=1

ωn~αn · ~α−n

)
+ Ξ−tot(τ) ≈ 1

2P+

(
~P 2 +

∞∑
n=1

ωn~αn · ~α−n

)
P+

~P

N3 = J+− = X+Ξ−tot − Z−P+ +
1
2

∫ π

−π

dσ
[
Y +(σ, τ)Ξ−rel(σ, τ)− Y −(σ, τ)P+(σ, τ)

]
≈ −Z−P+

J3 = J12 = εab

(
ZaP b + i

∞∑
n=1

αa
n · αb

−n

)
F a = J+a = −ZaP+

Ea = J−a = Z−P a − Za

2P+

(
~P 2 +

∞∑
n=1

ωn~αn · ~α−n

)
− 2πiN

P+

∞∑
n=1

1√
2ωn

(
αa

nŨ−
−n − αa

−nŨ−
n

)
−

−
[
Za +

X+

P+
P a +

∞∑
n=1

i√
2ωn

(
αa

n

π

∫ π

−π

dσe−iωn

B
+
+

(σ,τ)

2NP+ −
αa
−n

π

∫ π

−π

dσe−iωn

B
+
−(σ,τ)

2NP+

)]
Ξ−tot−

− P a

2P+

∫ π

−π

dσ
[
Y +(σ, τ)Ξ−rel(σ, τ)− Y −(σ, τ)P+(σ, τ)

]
+ (4.4)
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+ i
∞∑

n=1

(
αa

n

∫ π

−π

dσΞ−rel(σ, τ)
∂

∂σ
e−iωn

B
+
+

(σ,τ)

2NP+ − αa
−n

∫ π

−π

dσΞ−rel(σ, τ)
∂

∂σ
e−iωn

B
+
−(σ,τ)

2NP+

+
∞∑

n=1

iN√
2ωn

(
αa

n

∫ π

−π

dσY −(σ, τ)e−iωn

B
+
+

(σ,τ)

2NP+ + αa
−n

∫ π

−π

dσY −(σ, τ)e−iωn

B
+
−(σ,τ)

2NP+

)
≈

≈ Z−P a − Za

2P+

(
~P 2 +

∞∑
n=1

ωn~αn · ~α−n

)
− 2πiN

P+

∞∑
n=1

1√
2ωn

αa
nŨ−

−n − αa
−nŨ−

n .

The last term in Ea, trilinear in the ~αn, coincides with the analogous term in J−a,
which engenders the conditions D = 26 and α0 = 1 in the non-covariant quantization of
the string 10. So we find the usual results, but now we are able to disentangle their inner
reason.

Let us remark that the expressions for N3 and F a confirm equations (3.15). Moreover,
if we remember that Z+ = 0, A+

n = 0 (see equations (3.28) and (3.3)) for n 6= 0, equations
(4.4) imply

Jµν = Zµ(τ)P ν − Zν(τ)Pµ + i
∑
n 6=0

Aµ
n(τ)Aν

−n(τ)
n

+ Gµν , (4.5)

where

G12 =0

G30 =X+(τ)Ξtot(τ) +
1
2

∫ π

−π

dσ
[
Y +(σ, τ)Ξ−rel(σ, τ)− Y −(σ, τ)P+(σ, τ)

]
Ga0 =− P a

P+
x+(τ)Ξ−tot(τ) +

i
√

πN

P+

∑
n 6=0

Aa
n(τ)L̃−n(τ)

n
+

+
iΞ−tot(τ)
2
√

πN

1
n

Aa
n(τ)
π

∫ π

−π

dσe−iωn

B
+
+

(σ,τ)

2NP+ +

− i
∞∑

n=1

1√
n

[
Aa

n(τ)
∫ π

−π

dσΞ−rel(σ, τ)
∂

∂σ
e−iωn

B
+
+

(σ,τ)

2NP+ −Aa
−n(τ)

∫ π

−π

dσΞ−rel(σ, τ)
∂

∂σ
e−iωn

B
+
−(σ,τ)

2NP+

]
+

− i

2

√
N

π

∞∑
n=1

1
n

[
Aa

n(τ)
∫ π

−π

dσY −(σ, τ)e−iωn

B
+
+

(σ,τ)

2NP+ + Aa
−n(τ)

∫ π

−π

dσY −(σ, τ)e−iωn

B
+
−(σ,τ)

2NP+

]

Ga =
1
2
εajkGjk = (4.6)

=εab

{
− P b

P+
X+(τ)Ξ−tot(τ) +

i
√

πN

P+

Ab
n(τ)L̃−n(τ)

n
+

− iΞ−tot(τ)
2
√

πN

1
n

Ab
n(τ)
π

∫ π

−π

dσe−iωn

B
+
+

(σ,τ)

2NP+ +

+ i
∞∑

n=1

1√
n

[
Ab

n(τ)
∫ π

−π

dσΞ−rel(σ, τ)
∂

∂σ
e−iωn

B
+
+

(σ,τ)

2NP+ −Ab
−n(τ)

∫ π

−π

dσΞ−rel(σ, τ)
∂

∂σ
e−iωn

B
+
−(σ,τ)

2NP+

]
+
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+
i

2

√
N

π

∞∑
n=1

1
n

[
Ab

n(τ)
∫ π

−π

dσY −(σ, τ)e−iωn

B
+
+

(σ,τ)

2NP+ + Ab
−n(τ)

∫ π

−π

dσY −(σ, τ)e−iωn

B
+
−(σ,τ)

2NP+

]}

From equations (4.4) we get the mass Poincaré Casimir

P 2 =
∞∑

n=1

ωn~αn · ~α−n + 2P+Ξ−tot(τ) ≈
∞∑

n=1

ωn~αn · ~α−n ≥ 0, (4.7)

so that P 2 = 0 if the oscillatory modes ~αn are not excited.
Following reference [14], the Pauli-Lubansky 4-vector has the form

Wµ =
1
2
εµνρσPνJρσ = (~P · ~S;P 0~S + ~P × ~NS) =

=
(

(
1
2
P+ − P−)S3 + εabP a(Eb

S −
1
2
F b

S); εab(P+Eb
S − P−F b

S + P bN3
S),

(
1
2
P+ + P−)S3 − εabP a(Eb

S +
1
2
F b

S)
)

.

(4.8)

When P 2 > 0 we have the other Poincaré Casimir

W 2 = −1
2
P 2SµνSµν − PµSµνSνρPρ = −P 2~S2(P ), (4.9)

where ~S(P ) is the Thomas spin. To find ~S(P ), let us introduce the boost Lµ
ν(P,

o
P ) [14]

from the rest frame
o

Pµ = η
√

P 2(1;~0), η ≡ signP 0, to the general frame Pµ = Lµ
ν(P,

o
P )

o
P ν .

Then we define the rest frame Pauli-Lubansky vector:

Wµ(P ) =
(

0; η
√

P 2~S(P )
)

=⇒ Wµ =
(

~P · ~S(P ); η
√

P 2~S(P ) +
~P · ~S(P )

P 0 + η
√

P 2
~P

)
Wµ =WνLν

µ(P,
o

P ). (4.10)

Following reference[15], let us define a new spin vector ~S:

S3 =
W+

P+
= S3 − εab P a

P+
F b

S =
η
√

P 2

P+
S3(P ) +

P+ + η
√

P 2

P+( 1
2P+ + P− + η

√
P 2)

~P · ~S(P ),

Sa =
1

η
√

P 2

(
W a − P a

P+
W+

)
= (a = 1, 2)

=
1

η
√

P 2

[
εab
(
P+Eb

S − P−F b
S + P bN3

S

)
− F a

(
S3 − εcd P c

P+
F d

S

)]
= (4.11)

=Sa(P )− P a

P+

(
S3(P ) +

~P · ~S(P )
1
2P+ + P−Pη

√
P 2

)
.
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We have ~S2 = ~S2(P ), and ~S = ~S(P ) in the rest frame where P 1 = P 2 = P 3 = 0.
From the algebra of the Pauli-Lubansky vector{

Wµ,W ν

}
= εµνρσPρWσ,

{
Wµ, P ν

}
= 0,

we get {
Si,Sj

}
= εijkSk, i, j, k = 1, 2, 3; (4.12)

while from equation (4.11) we get

Ea
S =

P−

P+
N3

S −
εab

P+

(
η
√

P 2Sb + P bS3
)
, (4.13)

that is, Ea
S may be written in terms of ~S, F a

S , N3
S .

As we are using the front form of the dynamics[16], only three of the Poincaré gener-
ators are dynamical, i.e. P−, Ea. The other seven, P+, ~P , N3, Na, J3 are kinematical as
they constitute the stability group of the null plane x+ = 0 (and act transitively on the half
space P+ > 0). P− translates this plane keeping it parallel to itself, while the Ea rotate it
around the light-cone to which it is tangent. As shown in reference[17], instead of the three
dynamical Hamiltonians P−, Ea one may consider as basic the U(2) dynamical algebra
generated by M = η

√
P 2, ~ζ, with

{
M, ~ζ

}
= 0. ζ3 is also contained in the kinematical

generator J3 and is a Casimir of the stability group called null-plane helicity [17].
By using equation (4.5) we get

Wµ =
1
2
εµνρσP ν

[
i
AnρA−nσ

n
+ Gρσ

]
. (4.14)

If we remember equations (4.11) we then get

S3 =i
A1

nA2
−n

n
+ P 1(G20 + G1)− P 2(G10 −G2),

Sa =
1

η
√

P 2

{
−i

P+εabAb
nA−−n + P aA1

nA2
−n

n
+ (4.15)

+P 0Ga + εajkP jGk0 − P a

P+

[
P 1
(
G20 + G1

)
− P 2

(
G10 −G2

)]}
.

By looking at equations (4.4) and by using equations (3.7) to connect A−n and Ũ−
n ,

we see that, modulo the constraints, ~S is the spin with respect to the observable center of
mass (Z−, ~Z). In the rest frame ~ζ = ~S(P ). Since the string is described by a numerable
set of bidimensional oscillators all lying in the same plane, to build a tridimensional spin
like ~S (or ~S(P )), needed for W 2 = −P 2~S2(P ) = −P 2 ~S2, we necessarily must have S1, S2

realized in a non-linear way: S3 is bilinear in the ~αn, while Sa contains trilinear terms.

17



It can be checked that this non-linearity is at the basis of the string model’s quantum
anomaly:

{
S1,S2

}
= iS3 is not preserved after quantization, due to ordering problems.

When P 2 > 0 and D > 4 the previous construction ~S does not work because Wµ

is not defined any more. The Lorentz group is now O(D − 1, 1) and equations (4.1)-
(4.3) are still valid with 3 → D − 1. The Thomas spin ~S(P ) and ~S are replaced by the
generators Sij(P ) and Sij , i, j = 1, 2, ..., D − 1, of the little group SO(D − 1) of P 2 > 0:
the generators Sab, a, b = 1, 2, ..., D − 2 of the SO(D − 2) built with the oscillators αa

n(τ),
(see S3 in equation (4.15)) are bilinear in them; the remaining generators Sa,D−1 will
contain trilinear terms. The form of Sa,D−1 may be extracted from equation (4.13) in D
dimension given the previous Sa,b

Ea
S =

P−

P+
F a

S −
P a

P+
ND−1

S +
1

P+
(η
√

P 2Sa,D−1 − Sa,bP b). (4.16)

See reference[18] for related problems and for the Lorentz covariance properties of the
transverse oscillators. When D = 26 for some non trivial reason the algebra of this non-
linearly realized SO(25) is preserved by quantization. Another problem with quantization
is that P 2 > 0, P 0 > 0 requires P+ > 0, and as it is shown in reference [19], there is no
self-adjoint operator satisfying all the properties of Z−, so that the longitudinal observable
position coordinate Z− has no quantum counterpart.

When P 2 = 0 a similar analysis may be performed (now Wµ ∝ PµΣ, where Σ =
W 0/P 0 is the helicity). We only notice that when P+ > 0 the reference frame is

o
Pµ =

ω(1; 0, 0, 1): here
o

P− = ~o
P = 0. But these are the conditions for some of the Patrascioiu

modes [20]: they are the massless longitudinal modes when all the oscillators are at rest.
As a final remark let us introduce the action angle variables for the oscillators ~αn to

see how P 2, W 2 = −P 2 ~S2, S3 depend from them when P 2 > 0 and the constrains are put
equal to zero. Let us first go to a circular basis

bn(±) =
1√
2
(α1

n ± iα2
n), b−n(±) = (bn(±))∗, n > 0,{

bn(±), b−m(±)

}
= −iδmn, (4.17)

so that we get for the occupation numbers

Nn =
2∑

a=1

Na
n =

2∑
a=1

(αa
nαa

−n) = Nn(+) + Nn(−) = bn(+)b−n(+) + bn(−)b−n(−). (4.18)

In terms of the circular oscillators we have

P 2 =
∞∑

n=1

ωn(N1
n + N2

n) =
∞∑

n=1

ωn[Nn(+) + Nn(−)],

S3 =iεab
∞∑

n=1

αa
nαb

−n =
∞∑

n=1

[Nn(−) −Nn(+)]. (4.19)

18



The action-angle variable for the circular oscillators are

bn(±) = −ie−iφn(±)

√
In(±) = (b−n(±))∗,

In(±) = Nn(±),

sinφn(±) = −
bn(±) + b−n(±)

2
√

In(±)

, n > 0, (4.20)

cos φn(±) =
i

2
bn(±) − b−n(±)√

In(±)

, n > 0,{
φn(±), Im(±)

}
= δn,m.

In terms of them we get

P 2 =
∞∑

n=1

ωn[In(+) + In(−)],

S3 =
∞∑

n=1

[In(−) − In(+)], (4.21)

W 2 = −P 2 ~S2 = f(In(±), φn(±)).

Therefore W 2 still depends upon the angles even if
{
W 2,S3

}
=
{
W 2, P 2

}
= 0, due

to ωn+m = ωn +ωm. This is due to the already quoted fact that in the front form dynamic
we have three Hamiltonians (P 2, S1, S2) and not only one. Oppositely to the case of a
non-relativistic completely integrable system[21], the variables (4.20) do not allow to ex-
press P 2, W 2, S3 in terms of a denumerable set of canonical variables in involution. Here
this means that by quantizing the variables (4.20) we would not get the reducible Poincaré
representation associated to the string model decomposed according to its irreducible com-
ponents. In D = 26 equations (4.21) should be replaced by a complete set of commuting
Casimirs of O(D − 1, 1). See reference[22] for the difficulties in counting the spin levels
lying on each mass level, not being able to decompose the Poincaré representation in a
general way.

In conclusion, we have seen that it is possible to find a set of (infinite) constants of
motion, which are in involution among themselves, but which are only locally defined,
since we found them in a given chart of the phase- space manifold.

In reference [7], an (infinite) set of constants of motion has been found. These last
are not in involution, contrary to the set found here (half of the new canonical variables).
These new constants can be decomposed in our canonical basis, as it will be shown in a
future paper.
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Appendix A.

We want now to compare our results with the covariant approach of reference [2]. Let
us perform a Fourier expansion of xµ(σ, τ), Pµ(σ, τ) satisfying equations (2.6):

xµ(σ, τ) =Xµ(τ) + 2
∞∑

n=1

qµ
n(τ) cos nσ =

=Xµ(τ) + i
√

2
∞∑

n=1

Cµ
n(τ)− C∗µ

n (τ)
√

ωn
cos nσ =

=Xµ(τ) + i
√

2
∑
n 6=0

Cµ
n(τ)
ωn

cos nσ (A.1)

Pµ(σ, τ) =
Pµ

π
+

1
π

∞∑
n=1

Πµ
n(τ) cos nσ =

=
Pµ

π
+

1
π
√

2

∞∑
n=1

√
ωn

(
Cµ

n(τ) + C∗µ
n (τ)

)
cos nσ =

=
Pµ

π
+

1
π
√

2

∑
n 6=0

aµ
n(τ) cos nσ

where ωn = 2πNn, and Xµ(τ) and Pµ(τ) are given by equations (2.18), and the other
quantities are defined as follow:

qµ
n(τ) =

i√
2ωn

[
Cµ

n(τ)− C∗µ
n (τ)

]
=

i√
2ωn

(
aµ

n(τ)− aµ
−n(τ)

)
n > 0

Πµ(τ) =
√

ωn

2
[
Cµ

n(τ) + C∗µ
n (τ)

]
=

1√
2

(
aµ

n(τ) + aµ
−n(τ)

)
n > 0

Cµ
n(τ) =

−i√
2

(√
ωnqµ

n(τ) +
iΠµ

n(τ)
√

ωn

)
n > 0 (A.2)

C∗µ
n (τ) =

(
Cµ

n(τ)
)∗

n > 0

aµ
n(τ) =

√
ωnCµ

n(τ) =
−i√

2

(
ωnqµ

n(τ) + iΠµ
n(τ)

)
n > 0

aµ
−n(τ) =

√
ωnC∗µ

n (τ) =
(
aµ

n(τ)
)∗

n > 0

Remembering equations (2.19), we get:

qµ
n(τ) =

1
2π

∫ π

−π

dσxµ(σ, τ) cos nσ =
1

2πn

∫ π

−π

dσY µ(σ, τ) sinnσ,

Πµ
n(τ) =

∫ π

−π

dσPµ(σ, τ) cos nσ =
1
n

∫ π

−π

dσP(σ, τ) sinnσ, (A.3)
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so that

Y µ(σ, τ) =2
∞∑

n=1

nqµ
n(τ) sinnσ = i

√
2
∞∑

n=1

n
√

ωn

(
Cµ

n(τ)− C∗µ
n (τ)

)
sinnσ =

=
1

πN
√

2

∑
n 6=0

aµ
n(τ) sinnσ,

Pµ(σ, τ) =
1
π

∞∑
n=1

Πµ
n(τ)
n

sinnσ =
1

π
√

2

∞∑
n=1

√
ωn

n

(
Cµ

n(τ) + C∗µ
n (τ)

)
sinnσ =

=
1

π
√

2

∑
n 6=0

aµ
n(τ)
n

sinnσ,

Aµ
±(σ, τ) =

Pµ

π
+

1
π

∞∑
n=1

(
Πµ

n(τ) cos nσ ∓ ωnqµ
n(τ) sinnσ

)
= (A.4)

=
Pµ

π
+

1
π
√

2

∞∑
n=1

√
ωn

(
Cµ

n(τ)e∓inσ + C∗µ
n (τ)e±inσ

)
=

=
Pµ

π
+

1
π
√

2

∑
n 6=0

aµ
n(τ)e∓inσ,

Bµ
±(σ, τ) =

σ

π
Pµ ±NXµ(τ) +

1
π

∞∑
n=1

1
n

(
Πµ

n(τ) sinnσ ± ωnqµ
n(τ) cos nσ

)
=

=
σ

π
Pµ ±NXµ(τ)± i

π
√

2

∞∑
n=1

√
ωn

n

(
Cµ

n(τ)e∓inσ − C∗µ
n (τ)e±inσ

)
=

=
σ

π
Pµ ±NXµ(τ)± i

π
√

2

∑
n 6=0

aµ
n(τ)
n

e∓inσ.

We have the following non vanishing Poisson brackets:{
qµ
n,Πν

m

}
= −ηµνδmn, n, m > 0,{

Cµ
n , C∗ν

m

}
= iηµνδmn, n, m > 0, (A.5){

Aµ
n, aν

−m

}
= iωnδmn, n, m = 0,±1,±2, ...,

where we have introduced
aµ
0 =

√
2Pµ. (A.6)

From equation (3.1) we may express the Aµ
n’s in terms of the aµ

n’s:

Aµ
0 =

aµ
0√

2πN
,

Aµ
n(τ) =

1√
2πN

1
2π

∫ π

−π

dσ
∞∑

m=−∞
aµ

m(τ)e−imσ· (A.7)
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· exp
[ iωn

2NP+

σP+

π
+ NX+(τ) +

i

π
√

2

∑
r 6=0

a+
r (τ)
r

e−irσ

]

=
1√

2πN
e
i ωn√

2a
+
0

X+(τ)
∞∑

m=−∞
aµ

m(τ)
∏
r 6=0

1
2π

∫ π

−π

dσ exp
[
i(n−m)σ − n

a+
0

a+
r (τ)
r

e−irσ
]
.

The Virasoro generators are

Ln(τ) =
1

4N

∫ π

−π

dσe±inσχ±(σ, τ) =
1
2

∞∑
m=−∞

aµ
m · an−m,µ ≈ 0, (A.8)

that is:

L0 =P 2 +
1
2

∑
m6=0

aµ
m · a−mµ = P 2 +

∞∑
m=1

ωmCµ
mC∗

mµ,

Ln =
√

2Pµ · aµ
n +

∞∑
m=1

aµ
n+m · a−mµ +

1
2

n−1∑
m=1

aµ
m−n · amµ, (A.9)

so that equations (3.14) and (3.8) imply:

L̃n(τ) =
1
2

∞∑
m=−∞

Aµ
m ·An−mµ =

=
1
2
a+
0 e

i ωn√
2a

+
0

X+(τ)

· (A.10)

·
∞∑

m=−∞
aµ

m · an−mµ ·
∏
r 6=0

1
2π

∫ π

−π

dσei(n−m)σ ·
exp
[
−i n

a+
0

a+
r (τ)
r e−irσ

]
∑∞
−∞ a+

s (τ)e−isσ
≈ 0.

The Lorentz generators Jµν (equations (4.1)) have the following expression in terms
of the aµ

n:

Jµν =Xµ(τ)P ν −Xν(τ)Pµ + i
∑
n 6=0

1
ωn

aµ
n(τ)aν

−n(τ) =

=Zµ(τ)P ν − Zν(τ)Pµ + i
∑
n 6=0

aµ
n(τ)aν

−n(τ)
ωn

+

+
i√
πN

∑
n 6=0

Aµ
n(τ)P ν −Aν

n(τ)Pµ

n

1
2π

∫ π

−π

dσe−iωn

B
+
+

(σ,τ)

2NP+ + (A.11)

−
[
(ηµ0 + ηµ3)P ν − (ην0 + ην3)Pµ

]
·
{X+(τ)

P+
Ξ−tot(τ) +

i

P+

∑
n 6=0

1
n

L̃n(τ)
2π

∫ π

−π

dσe−iωn

B
+
+

(σ,τ)

2NP+

}
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where we have used equations (3.26).
If we compare equations (A.1) with equations (4.5), we get

i
∑
n 6=0

ãµ
n(τ)ãν

−n(τ)
n

=i
∑
n 6=0

Aµ
n(τ)aν

−n(τ)
n

+ (A.12)

− i
∑
n 6=0

Aµ
n(τ)Aν

0 −Aν
n(τ)Aµ

0

2π

∫ π

−π

dσe−iωn

B
+
+

(σ,τ)

2NP+ + G̃µν ,

where

G̃µν = Gµν +
[
(ηµ0 + ηµ3)P ν − (ην0 + ην3)Pµ

]
·

·
[X+(τ)

P+
Ξ−tot(τ) +

i

P+

∑
n 6=0

1
n

˜
n(τ)
2π

∫ π

−π

dσe−iωn

B
+
+

(σ,τ)

2NP+

]
≈ 0,

and
ãµ

n ≡
aµ

n√
aπN

.

Equations (A.12) have to be compared with similar results in references [13,23].
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